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1. INTRODUCTION 

Breast cancer is a leading cause of death in women and is of concern to the global medical community. Nearly 2.3 million 

women were diagnosed with breast cancer in 2020 alone, resulting in 685,000 deaths [1][2]. One of the main factors for 

successful and effective treatment and bettering patient outcomes is early detection and accurate diagnosis [3]. Breast 

cancer detection and grading rely heavily on histopathology images acquired via medical imaging techniques. Pathologists 

can investigate the cellular and tissue structures of breast cancer tumors using these images, which can provide valuable 

details regarding the severity and progress of the disease [4]. 

The analysis of histopathology images of cancerous tissue is utilized to grade breast cancer. Using grading systems such 

as the Nottingham Histologic Grade (NHG), also referred to as the Elston-Ellis grading system, pathologists assess tissue 

samples obtained through biopsy or surgical resection. Tubule formation, nuclear pleomorphism, and mitotic count are the 

three main features of cancer cells that the NHG system takes into consideration [4]. Tubule formation assesses the extent 

to which cancer cells form tubular structures resembling normal breast tissue. Nuclear pleomorphism evaluates the 

variability in size, shape, and staining intensity of cancer cell nuclei. Mitotic count indicates the number of cells undergoing 
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A B S T R A C T 

Breast cancer is the most common type of cancer in the world, affecting both men and women. 

In 2023, the American Cancer Society's reported that there will be approximately 297,800 new 

cases of invasive breast cancer in women and 2,850 in men, along with 55,750 cases of ductal 

carcinoma in situ (DCIS) in women. Further, an estimated 43,750 deaths are expected from 

breast cancer, of which approximately 43,180 are among women and 570 are among men. In 

this paper, we propose an automated grading system for breast cancer based on tumor's 

histopathological images using a combination of the Histogram of Oriented Gradients (HOG) 

for feature extraction and machine learning algorithms. The proposed system has four main 

phases: image preprocessing and segmentation, feature extraction, classification, and 

integration with a website. Grayscale conversion, enhancement, noise and artifact removal 

methods are used during the image preprocessing stage. Then the image is segment during the 

segmentation phase to extract regions of interest. And then, features are extracted from the 

obtained region of interest using the Histogram of Oriented Gradients (HOG) algorithm. The 

next, the images are classified into three distinct breast cancer grades based on the extracted 

features using machine learning algorithms. Moreover, the effectiveness of the proposed 

system was evaluated and reported using vary evaluation methods and the results showed a 

remarkable accuracy of up to 97% by the SVM classifier. Finally, the machine learning model 

is integrated into a website to improve the detection and diagnosis of breast cancer disease and 

facilitate the access and use of patient data. This will make the work easier for physicians to 

enhance breast cancer detection and treatment.  
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cell division, reflecting the rate of cancer cell growth [5]. Based on the scoring system defined for tubule formation, nuclear 

pleomorphism, and mitotic count, each feature is assigned a score ranging from 1 to 3, as presented in Table 1. The scores 

are then summed to calculate a total score ranging from 3 to 9, as depicted in Table 2. A total score of 3-5 corresponds to 

grade 1 (low-grade), 6-7 to grade 2 (intermediate-grade), and 8-9 to grade 3 (high-grade) [5]. In summary, breast cancer 

grading involves analyzing histopathological images and applying the NHG system, as outlined in detail in Tables 1 and 2 

[6]. The growing interest in computer-aided analysis of histopathological or cytological images has emerged due to the 

increasing demand for improved accuracy in determining the malignancy grade of tumors [7]. Accurate grading 

significantly impacts the selection of appropriate treatment courses for cancer patients. Computer-aided diagnosis provides 

automated and unbiased assessments, offering support to pathologists who may face challenges such as inexperience, heavy 

workloads, or fatigue, and helping to prevent grading errors. This technique provides an immediate second expert opinion, 

particularly in situations in which a second specialist is required to conduct an additional manual examination [8] In this 

research study, we propose an automated system based on machine learning algorithms and web technologies for breast 

cancer grade classification. This technology aims to help pathologists determine the grade of breast cancer accurately, 

quickly, and with reliable results. 

 

TABLE I.   THE MEDICAL SCHEMA OF GRADING BREAST CANCER HISTOLOGICALLY   [9] 

Score Glandular / Tubular 

Differentiation 

Nuclear Pleomorphism Mitotic Count 

1 >75% of tumor forms glands Uniform cells with small nuclei 

similar in size to normal breast 
epithelial cells 

< 7 mitoses per 10 high power 

fields 

2 10% to 75% of tumor forms 

glands 

Cells larger than normal with 

open vesicular nuclei, visible 
nucleoli, and moderate 

variability in size and shape 

8-15 mitoses per 10 high power 

fields 

3 <10% of tumor forms glands Cells with vesicular nuclei, 
prominent nucleoli, marked 

variation in size and shape 

> 16 mitoses per 10 high power 
fields 

 

TABLE II.   BREAST CANCER GRADING TYPES [9] 

Scores Grade 

Scores of 3, 4, or 5 Grade I 

Scores of 6 or 7 Grade II 

Scores of 8 or 9 Grade III 

 

The grade of breast cancer is an essential factor in determining the appropriate treatment plan for the patient, as well as 

predicting his probability of recovery and response to treatment. High-grade breast cancers are more aggressive and grow 

and spread rapidly, and as a result, these tumors have a greater chance of the disease returning after treatment. Thus, a 

multidisciplinary approach combining several treatment modalities is used to successfully target and eliminate cancer cells 

to control high-grade breast cancers. As for low-grade tumors, they are generally treated with surgical interventions, such 

as lumpectomy and mastectomy, in which the tumor is removed along with a portion of the surrounding healthy tissue. In 

contrast, patients with higher-grade breast cancer need additional treatments to completely eliminate cancer cells and 

prevent the development of the disease. Chemotherapy, radiation therapy, targeted therapy, and hormonal therapy are used 

to combat the spread of the disease and eliminate the risk of high-grade tumors. physicians use chemotherapy to kill cancer 

cells throughout the body, while radiotherapy uses high-energy radiation to terminate cancer cells and their spread in a 

specific area, while targeted therapy prevents specific molecules involved in the growth and spread of cancer cells, as for 

hormonal therapy for breast cancers with hormone receptor-positive, which inhibits hormones that fuel tumor growth [10]. 

By determining the grade of breast cancer, physicians can develop treatment plans that suit each patient’s condition 

separately, which helps improve treatment results. Early detection, accurate determination of the grade of breast cancer, 

and the development of a correct treatment plan are among the most important factors for the success of breast cancer 

management and the improvement of the patient’s condition. Moreover, the grade of breast cancer greatly affects the 

possibility of the disease returning. Recent research has proven that high-grade breast cancers have a higher risk of cancer 

recurrence and the success rate of treatment is lower than low-grade tumors. Therefore, it is necessary to accurately 

determine the grade of breast cancer to develop a correct treatment plan for the patient. 
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2. METHODOLOGY  
As shown in Figure 1, the system proposed in this paper includes four main components: preprocessing, feature extraction, 

classification, and website building. The preprocessing of the data is initiated which includes several steps to enhance the 

histopathological images. Firstly, the images must be converted to grayscale, so that the data processing process in the 

other stages is easier. Then, image enhancement techniques were used to improve image visibility and contrast, after that 

denoising algorithms were applied to histopathological images to remove unwanted noise and artifacts that might affect 

the accuracy of subsequent algorithms. The segmentation process is then used for the histopathology images in order to 

isolate the region of interest. The segmented region is used to extract the necessary features during the process of feature 

extraction. The Histogram of Oriented Gradients (HOG) algorithm is applied to extract distinct patterns and textures from 

histopathological images. To effectively describe the special characteristics of breast cancer tumors, this technique extracts 

features by analyzing the gradient distribution inside image blocks. Machine learning algorithms are then used to classify 

the features extracted with the Histogram of Oriented Gradients (HOG) algorithm into three different grades of breast 

cancer. The labeled data is used to train these algorithms to learn patterns and relationships between the extracted features, 

increasing classification accuracy for breast cancer grades. In the final stage of the system proposed in this research paper, 

a website is created that provides an easy-to-use interface, as it enables the user to upload a histopathological image or 

enter the URL of the image. The uploaded image is then processed and the breast cancer grade determined based on the 

output of machine learning algorithms. Additionally, the website provides important breast cancer information to increase 

user understanding and awareness. Figure 1 illustrates the overall structure and logic of the suggested web-based breast 

cancer grading system, highlighting the interactions between each component and their roles to provide accurate and 

efficient grading. 

 

 

Fig. 1. The proposed Automated Grading System for breast cancer 

The proposed system provides the advantage of access from any location provided that the user is connected to the Internet. 
This is one of the most important advantages for pathologists who work in remote areas and need to consult other specialists 
in some difficult cases. The significance of this paper lies in developing a system that takes advantage of medical image 
processing techniques and relies on machine learning algorithms and feature extraction techniques to provide accurate and 
effective classification results and combines this with web technologies to provide a system that reduces the workload on 
pathologists and enhances the accuracy of diagnosing the grade of breast cancer. The development of such a system that 
integrates all these advanced technologies is a significant advance in this field, providing a valuable tool for pathologists to 
diagnose and treat breast cancer. 

2.1. DATA DESCRIPTION 

This paper made use of a dataset made available by "Hamidreza Bolhasani" via Kaggle. The dataset was made up of three 

different classes of histological breast cancer images. Each class represent a certain grade of breast cancer. The dataset 

included four folders for each grade, corresponding to different image magnifications: 4x, 10x, 20x, and 40x [11]. However, 

this paper focused exclusively on images with a magnification of 40x, as they provided the most detailed information for 

accurate grading. Within the subset of images at 40x magnification, Grade 1 comprised 132 images, Grade 2 consisted of 

174 images, and Grade 3 contained 137 images. These images were used for the determination of breast cancer grade, 

which relied on accurately classifying the malignancy level of the breast cancer images. Figure 2 displays examples of the 

breast cancer images belonging to these three different grades.  
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Fig. 2. Histopathological images example of breast cancer with three different classes 

2.2. IMAGE PREPROCESSING 

Preprocessing is a critical step in the computer-aided grading system as it transforms raw data into a format that is suitable 

for analysis by machine learning algorithms [12]–[14]. The quality of the preprocessing stage significantly impacts the 

accuracy and performance of the classification model [15][16]. Effective preprocessing enhances the input data quality and 

facilitates efficient segmentation, allowing the machine learning algorithm to extract more meaningful insights [17][18]. 

The preprocessing stage in this study encompasses several steps. Firstly, the original images are converted into grayscale 

images to streamline the data by reducing color information and emphasizing brightness details [19]. This conversion 

simplifies the subsequent processing steps and focuses on the essential features of the images [20][21]. Secondly, a 

normalization process is applied to the grayscale images to adjust the range of pixel values to a standardized scale. 

Normalization ensures that all images have a consistent pixel intensity distribution, which aids in accurate feature extraction 

and classification [22]. Next, image enhancement techniques are employed to improve the visual appeal and highlight 

crucial details that may have been obscured due to poor lighting or uneven illumination. Subtle details are crucial for 

accurate diagnosis and analysis in medical and scientific fields, which is why image enhancement is of particular 

importance in these fields [23]. In the last steps of the preprocessing stage, a denoise process is applied to reduce any noise 

present in the histopathological images. The denoising process is performed within the preprocessing stage to mitigate the 

effects of any noise present in the histopathological images, since the process of extracting meaningful information may be 

affected by the noise present in the images. Through this process, the accuracy of analysis and prediction is improved with 

higher accuracy. Figure 3 shows the effect of each preprocessing step on the histopathological images, and provides an 

example from the dataset used in this paper. The preprocessing stage plays an important role in the process of feature 

extraction and then classification, and thus it makes an effective contribution to the accuracy and overall performance of 

the automated grading system. 

2.2.1. IMAGE SEGMENTATION 

An image can be divided into useful regions or objects using image segmentation. Figure 3 shows the results of this process 

in a more practical way. The goal of image segmentation is to identify and extract areas that can be further analyzed and 

processed [24]. 

2.2.2. DATA AUGMENTATION 

Data augmentation is a commonly used technique to artificially expand a data set by creating new forms of existing data 

[25]. In this paper, data augmentation was used to generate additional images through rotation transformations. Specifically, 

8 rotations were applied to each image, with a range of degrees starting from -90° and ending with 90°. Figure 4 shows the 

resulting augmented images generated through this rotation process. 

 

 

Fig. 3. An example of steps of preprocessing stage used in this paper. 
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Fig. 4. An example results of data augmentation step. 

2.2.3. FEATURE EXTRACTION 

Feature extraction is one of the essential techniques in computer vision and image processing. This technique is vital to 

identifying relevant patterns and structures within the image [26]–[28]. So that the extracted features are meaningful in 

order to reduce the complexity of the data and thus be more amenable to analysis and decision-making tasks. [29] In this 

paper, the Histogram of Oriented Gradients (HOG) algorithm was used for feature extraction HOG is a technique 

commonly used in computer vision that captures local shape and texture information. This technique works by dividing 

images into small, overlapping cells and then calculating the gradient direction for each cell. Then, a histogram of cell 

orientations is generated that represents the local gradient distribution of the image. This histogram helps provide a concise 

representation of important edge and texture information. The HOG algorithm can be expressed mathematically as 

follows[30]: 
 

1. Convert the color image to a grayscale image. 

2. Gradients are calculated in both the horizontal (G_x) and vertical (G_y) directions, usually using operators 

such as the Sobel operator. 

3. The magnitude (M) and orientation (θ) of the gradient vectors are calculated. 

4. The image is divided into small cells and then the gradient orientations are collected within each cell. 

5. A histogram of gradient orientations is generated within each cell. 

6. The histograms in each block are normalized, taking into account other neighboring cells. 

7. The normalized histograms are concatenated to form the final feature vector. 

 

This paper benefited from the HOG algorithm from the power extraction force to represent the essential features of the 

images that were later used in the machine learning algorithms. The HOG has provided a higher capacity for the proposed 

system in this paper in discovering and identifying objects. The results obtained in this study show the high performance 

of the HOG algorithm and its facilitation in the advanced analysis of the histopathological images of breast cancer. 

2.3. MODEL DEVELOPMENT 

At this stage, the classification process is carried out (predicting the class label for a given input data) using machine 

learning algorithms, in this study various algorithms were used to classify the grade of breast cancer with high accuracy, 

as the algorithms used are Support Vector Machine (SVM), Logistic Regression (LR), Random Forest (RF), Decision Tree 

(DT), Naive Bayes (NB), K-Nearest Neighbors (KNN), and Adaptive Boosting (AB) [31]–[37]. Figure 3 shows the results 

obtained using these algorithms in detail. To evaluate the performance of the results of the machine learning models used 

in this research, several evaluation metrics were used. These metrics include Accuracy, Precision, Recall, and F-Score, 

Confusion Matrix. Accuracy represents the overall correctness of the model's predictions by calculating the ratio of 

correctly classified data instances to the total number of data  instances [38]. Precision measures how well the model can 

accurately spot true positive cases among all the cases it predicted as positive [39][40]. Recall, which is also called 

sensitivity, gauges how effectively the model can correctly detect positive cases among all the real positive cases. [39][41]. 
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The F-Score combines both Precision and Recall to give us a balanced measure. It calculates the harmonic mean of these 

two factors. [39][42]. Finally, the Confusion Matrix offers a table that shows how well the model is doing. It includes 

values for true positives, true negatives, false positives, and false negatives. [43][44]. By using these evaluation measures, 

we can learn a lot about where our models excel and where they fall short. This helps us make smart choices when it comes 

to grading breast cancer effectively. Our goal is to create a strong and precise model for breast cancer grading by trying out 

various classification methods and assessing how well they work with the right metrics. 

2.4. APPLICATION DEVELOPMENT  

To develop the website and integrate it to the machine learning model, HTML, CSS, and JavaScript were used to develop 

the front-end, and Flask, a framework in Python, was used to develop the back-end. These technologies were used to 

provide a user interface that provides information about breast cancer and can predict the grade of breast cancer through a 

machine learning model. 
 

3. RESULTS AND DISCUSSION  

The classification models were trained using the features extracted by the Histogram of Oriented Gradients (HOG) 

algorithm in conjunction with seven different classification algorithms: SVM, Logistic Regression, Random Forest, 

Decision Tree, Naive Bayes, KNN, and Adaptive Boosting. Table 3 presents the output results of the performance 

parameters (accuracy, precision, recall, and f-score) used to evaluate the performance of these classification algorithms in 

determining the grade of breast cancer. 

TABLE III.  THE SUMMARY RESULTS OF THE USED CLASSIFIERS 

ML Algorithms  Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

SVM 97 97 95 96 

Logistic regression (LR) 94 95 92 93 

Random Forest (RF) 84 90 76 81 

Decision Tree (DT) 64 58 59 58 

Naïve Bayes (NB) 34 50 45 32 

k-nearest neighbors 

(KNN) 
62 46 50 45 

Adaptive Boosting (AB) 68 66 61 63 

 

Furthermore, the performance of each model was thoroughly evaluated using the confusion matrix. Examples of the 

confusion matrix can be seen in Figures 5 and 6. In Figure 5, the confusion matrix represents the predicted classes in the 

rows and the actual classes in the columns. The elements of the confusion matrix can be described as follows: 

1. True Positives (TP): The SVM algorithm accurately predicts the positive class for each grade. The true positives 

are indicated by the values on the diagonal starting from the top-left (973, 1009, and 1282), representing the SVM's 

accurate predictions. For example, Grade I have 973 correctly predicted instances, Grade II has 1009 instances, 

and Grade III has 1282 instances. 

2. True Negatives (TN): The SVM algorithm correctly predicts the negative class for each grade. To calculate the 

true negatives, we consider the values outside the corresponding row and column for each grade. For example, for 

Grade I, the sum of values outside the first row (30 + 54 + 40 + 1282) is 1406. Similarly, for Grade II, the sum of 

values outside the second row (30 + 68 + 40 + 1282) is 1420. And for Grade III, the sum of values outside the 

third row (30 + 54 + 1009 + 54) is 1147. 

3. False Positives (FP): The SVM algorithm incorrectly predicts a positive class when the actual class is negative. 

To calculate the false positives, we sum the values in each column for a specific grade, excluding the true positives 

for that grade. For example, for Grade I, the sum of values in the first column, excluding the true positive (30 + 

54 + 68), is 152. Similarly, for Grade II, the sum of values in the second column, excluding the true positive (30 

+ 40 + 30), is 100. And for Grade III, the sum of values in the third column, excluding the true positive (32 + 40 

+ 1282), is 1354. 

4. False Negatives (FN): The SVM algorithm incorrectly predicts a negative class when the actual class is positive. To 

calculate the false negatives, we sum the values in each row for a specific grade, excluding the true positives for that 

grade. For example, for Grade I, the sum of values in the first row, excluding the true positive (30 + 30), is 60.  
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5. Similarly, for Grade II, the sum of values in the second row, excluding the true positive (54 + 32), is 86. And for Grade 

III, the sum of values in the third row, excluding the true positive (68 + 40), is 108. 

 
 

 

Fig. 5.  Confusion matrix of SVM 

 

 

Fig. 6. Confusion matrix of Logistic regression 

 

In addition, the user-friendly website interface is depicted in Figures 7 and 8. Users can upload images or enter the URL of an 

image to determine the grade of breast cancer. Upon uploading an image and clicking the "Upload" button, the grading results 

are promptly displayed for the user to view and interpret. The straightforward process ensures a seamless user experience and 

facilitates quick access to the breast cancer grading results. 
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Fig. 7. Breast Cancer Grading Page 

 

 Fig. 8.  Result Page 

4. CONCLUSION 

The proposed web-based computer-aided grading system for breast cancer, which integrates the HOG algorithm and 

various machine-learning techniques, has demonstrated promising results. The SVM algorithm achieved the highest 

accuracy of 97%, followed by LR with an accuracy of 94%. These results illustrate the ability of these algorithms to 

accurately classify the grade of breast cancer. RF, this algorithm shows less accuracy (84%) but is considered reasonable. 

However, the DT, NB, KNN, and AB algorithms showed lower accuracy scores than the other algorithms and had 

limitations in accurately classifying breast cancer grades. This paper provides an effective contribution to providing a 

reliable and effective approach for grading breast cancer. The proposed system provides an easy-to-use interface to provide 

ease of use by healthcare providers and reduce time consumption at work. The proposed system also provides easy online 

access and quick interpretation of results. By integrating machine learning and image processing techniques, the system 

provides accurate and effective classification, making it easier for pathologists to develop an appropriate treatment plan for 

breast cancer patients. Future studies should focus on improving the performance of classification models, experimenting 

with other techniques such as deep learning and other modern techniques, and exploring other techniques for extracting 

features and collecting larger and more diverse data. In addition, the system should be improved by adding other diagnostic 

features and expanding its capabilities to support other types of cancer grading. In general, the system proposed in this 

study has the ability to help healthcare professionals classify breast cancer with high accuracy, which helps in making 

appropriate decisions, developing appropriate treatment plans for patients, and improving patient outcomes. 
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