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ABSTRACT  
 

This paper objectives to improve stock market prediction accuracy by training data on sentiment analysis 
of tweets, overcoming volatility and complexity. Utilizing the Use of natural language processing (NLP) 
algorithms, the tweet's sentiments were classified into (negative - neutral - and positive). The stock value 
price was predicted by implementing Machine learning algorithms (KNN, SVM, GBM, LR, DT, RF, 
EL). Among the techniques of ML, (GBM) achieved the greatest results in terms of accuracy (96%). Its 
results were compared with the results of a deep learning algorithm that uses the same data where GBM   
got better results, and other algorithms showed results (KNN = 55%, SVM=90%, LR=82%, DT=90%, 
RF=90%, EL = 88%). The results obtained were superior to previous studies. 

 

 
1. INTRODUCTION  

Stock exchanges are crucial for promoting financial and capital gains in the economy. They involve economic transactions 

where shares are bought and sold, reflecting ownership claims[1-2]. These transactions shift money from small investors 

to large trading investors but are considered high-risk due to their erratic behavior [3]. Stock trading is a crucial area of 

interest for researchers and investors, as it affects the rise and fall of stock value prices. Accurate projections help investors 

obtain profits and avoid dangers [4]. Moreover, stock prices serve as a technical index for companies and contribute to 

economic development research [5]. Consequently, understanding the ingrained value and stock price prediction holds 

philosophical significance and wide application potential [6][7].  

Stock price market forecasting has developed from statistical analysis and time-series modeling to machine learning 
techniques[8]. Machine learning algorithms, designed to learn from data, can predict patterns and relationships, revealing 
complex patterns that older approaches may not. This shift in forecasting has led to increased interest in machine learning 
[9-10]. 

In this research, a data set was chosen from Twitter, in which these tweets were classified using algorithms Natural Language 
Process (NLP) into (positive) (negative) (natural). After the process of predicting the type of tweet, seven machine learning 
algorithms (KNN, SVM, GBM, LR, DT, RF, EL) were used, and the data was trained and tested on them. Evaluative 
standards were applied to measure the accuracy of these algorithms in the process of predicting stock prices for these 
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companies and measuring the quality of performance according to the metrics (MSE, RMSE, Recall, precision, F-score). 
The results obtained when applying the criteria to machine learning algorithms were excellent compared to the results of 
previous studies. 

In this study, the performance of machine learning algorithms in predicting stock prices was improved, as the results were 
better and closer to the results obtained when applying deep learning algorithms, especially when these algorithms were 
applied to the same dataset. 

The following is the organization of the research paper. In section 2, previous work on predicting stock prices was reviewed. 
In section 3, the method of work was demonstrated and the work of each algorithm in this research was explained. section 
4, the results reached were presented, discussed, and compared with the results of the remaining research. In section 5, the 
sources were added that help behind this research paper. 

2. RELATED WORK  

The aim of the research study for Measure the quality of stock price predictions made utilizing stock value by Gradient 

Boosting Machines(GBM) rather than the Naive Bayes Algorithm(NBA) The sample size for the  (GBM) Technique is 

20. and the (NBA) is iterated several intervals to estimate computing the accuracy of price for stocks. The (GBM) 

Algorithm's current Loss Function, which is based on the previous stock price, helps to decrease the total forecasting error. 

the GBM approach accurate (92.3%) [11]. 

The work in this study aims to Determine the accuracy of stock price forecasting based on stock price values. Used 

(gradient Boosting Machine) GBM and (Support Vector Machine) SVM methods with 20 sample sizes are to be repeated 

at different times to forecast stock price value accuracy. appear result GBM Algorithm has better accuracy (92.3 %) 

comparing to the SVM Algorithm accuracy (76%) The GBM algorithm, equipped with a novel loss function, enhances 

the accuracy of predicting the percentage of stock values. [12]  

The study develops a stock price forecast model using Social analysis (SA) on StockTwits and data Twitter. The use of 

SA was applied to tweets, and seven machine-learning models were implemented( KNN, SVM, LR, NB, DT, RF, and 

MP). This work integrates multiple ML methods and SA, focusing on retrieving extra features of social media, to enhance 

stock prediction accuracy. The analysis of tweets using Valence Aware Dictionary, sEntiment Reasoner (VADER), and 

SVM yielded the best results, with an F-score of 76.3% and an AUC of 67%.[13] 

This paper's main objective is to train the data to predict price movements in stocks based on the sentiment analysis of 

tweets, which will assist in tackling some of these challenges in the stock market. The tweet sentiments were divided into 

three categories utilizing the natural language processing (NLP) technology: positive, neutral, and negative. With the use 

of algorithms developed using deep learning, the stock price was forecast ( RNNs, CNNs, BiLSTMs, LSTMs). Out of all 

the algorithms, (BiLSTM) produced the best accuracy results (94%). [14] 

In this study, the researchers proposed a deep generative adversarial network to solve the problem of predicting stock 

prices. This algorithm was applied to data for a company in Italy ("the Financial Times Stock Exchange Milan N-Day di 

Borsa") and through the training process, a one-step prediction or a multi-step prediction is made. The results of this 

prediction using this algorithm showed superiority to the commonly used algorithms and conformity to industry standards. 

The results of this study showed that the accuracy reached 95%, indicating that using time series is very useful for financial 

forecasting. In this research, it was found that the proposed (GAN) has the shortest implementation periods [15]. 

The study proposes an inventory stock price forecasting model based on generative key Adversarial networks (GANs). 

The model comprises a generator and discriminator to use on the dataset. However, it doesn't provide complete Stock 

exchange development algorithms were used to analyze sentiment (such as positive, natural, or negative opinions) in this 

mentioned study, The model is trained using GAN and learns to generate new data samples. The model's effectiveness is 

tested on the dataset and results show good forecasting despite challenging macroeconomic climates, enhancing market 

stability [16]. 
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3.  METHODOLOGY  

3.1 Dataset 

The data used in this study are those used for the testing and training phases, which were both carried out on Twitter. The 

size of the dataset used is 80793 which was acquired from Twitter. 

3.2 NLP Utilizing for Analyzing Data 

The analysis of the tweets that are from the companies that engage with the price shares, where the information for 22 

companies was obtained from Twitter and a total of 80,793 tweets were collected. In this study, the work was programmed 

in the Python environment. Four companies were selected from the substantial data set, including (AMZN, AAPL, AMD, 

and BA), where the sum of tweets for each of them was (11,771). The sentiments of these companies' tweets were analyzed 

using natural language processing algorithms to determine whether they were positive, negative, or natural sentiments. 

illustrated the following figure. 

 

Fig .1. illustrate tweets classified by using NLP 
 

3.3  Machine Learning Algorithm 

Machine learning can be utilized to anticipate stock market trends and predict stock prices using various algorithms, 

including k-nearest neighbors (KNN), logistic regression (LR), decision trees (DT), random forests (RF), Support Vector 

Machines (SVMs), Gradient Boosting and Ensemble learning. 

1- The k-Nearest Neighbors (KNN) algorithm A popular classification and regression technique in machine 

learning, the k-Nearest Neighbors (KNN) algorithm is utilized for both supervised and unsupervised applications. 

It is a non-parametric, lazy learning technique that makes predictions based on the similarity of data points. Despite 

being computationally expensive and sensitive to unimportant features, anomaly detection, recommendation 

systems, and picture and text categorization all benefit from its versatility [17-18]. 

2- Logistic Regression (LR) A popular approach for classification jobs is logistic regression. Based on a set of input 

data, it can be used to predict whether the value of a specific stock will rise or fall. By applying a logistic curve to 

the data, logistic regression may provide probabilistic forecasts about how an event will turn out [19-20]. 

3- Decision Trees (DT) are A supervised learning approach called decision trees can be used for both classification 

and regression applications. Based on the values of the input variables, they operate by splitting the data into 

smaller groupings. Decision trees may thus capture intricate correlations between the input and output variables, 

which makes them ideal for forecasting stock prices [21-22]. 

4-   Random Forests (RF) an ensemble learning system mixes different decision trees to provide predictions that 

are more accurate. A huge number of decision trees are built using random subsets of the data by random forests, 

and their predictions are then averaged. By doing so, overfitting may be reduced and prediction accuracy may be 

improved [23-24]. 
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5- Support Vector Machines (SVMs) are flexible supervised machine learning algorithms that are used for 

classification and regression tasks, especially for challenges involving the classification of input points into two 

or more classes. Support Vector Machines (SVMs) can be used to predict stock prices, but it's important to 

understand their constraints and methodology because they might not always produce reliable outcomes on their 

own [25-26]. 

6- Gradient Boosting A potent ensemble machine-learning method called gradient boosting is employed for both 

classification and regression tasks. Each tree in the ensemble corrects the mistakes caused by the previous ones as 

it is constructed progressively. Due to its strong prediction accuracy and resistance against overfitting, gradient 

boosting has gained popularity. For predictive tasks like stock price prediction, regression, and categorical label 

categorization, it is a flexible machine-learning technique [27-28]. 

7- Ensemble learning is Machine learning techniques like ensemble learning, which are especially useful for 

complicated, noisy, or high-dimensional data, improve performance by aggregating predictions from numerous 

models. Despite its complexity and susceptibility to many conditions, ensemble learning improves stock price 

prediction by integrating the predictive capacity of various models [29-30]. 

3.4 Training Processing Using Machine Learning Technique 

1- Data Gathering: - For predicting, collect historical stock price information on opening, closing, highest and 

lowest prices, trading volume, and Stack Name. 
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Fig. 2. Explain Data Gathering for prediction 
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2- Preprocessing Data: - Using machine learning models, data preprocessing entails cleaning, addressing values 

that are missing, eliminating outliers, normalizing, scaling, and dividing data into training and testing sets. 

3- Engineering Features: - Engineering new features using domain knowledge or assumptions entails discovering 

relevant elements influencing stock prices, such as technical signals, fundamentals, and external variables. 

4- Data splitting: - For the purpose of training and performance evaluating machine learning models, split 

preprocessed data into training (70%) and testing sets (30%). 

5- Selecting a Model: - Choose for prediction Logistic Regression (LR), k-Nearest Neighbors (KNN), random 

forests, and Decision Trees (DT). the machine learning model for forecasting stock prices depending on the size, 

complexity, and desired accuracy of the dataset. 

6- Training: Use the training dataset to train the chosen machine learning model. In order to learn the underlying 

patterns and linkages among the input features and the target stock prices, it is necessary to feed the model's 

previous stock price data and related features. 

7- Hyperparameter Tuning: To enhance the performance of the machine learning model, optimize the 

hyperparameters. 

8- Evaluating the Model : To evaluate the accuracy and dependability of stock price predictions, evaluate the trained 

model using the testing dataset and performance measures such accuracy, F1 score,  MAE, RMSE, and MPE. 

 

Fig. 3. Training Processing and Testing Processing Using Machine Learning Technique 
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4. RESULTS AND DISCUSSION  

after the procedure of training and testing the machine learning techniques suggested in this study on data, each algorithm's 

accuracy was established and measurement criteria were utilized for evaluating each algorithm's level of performance, 

where the criteria that were applied (MSE, RMSE, F-Score, Recall score). 

Note that the level of accuracy of the computation is calculated by Eq (1)[31-32]. 

Accuracy =
𝑁𝐶𝑃

𝑇𝑁𝑃
… . . (𝐸𝑞 1)   , where NCP=Number Correct Predication, TNP=Total Number Predication.   

Performance was assessed using a standard approach that calculates the mean squared error and Root mean squared error 

variance and Lower MSE and RMSE values indicate a better fit between the real and expected values [33-35] 

 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑍𝑖 − 𝑍𝑖̂)

2
… .𝑛

𝑖  (𝐸𝑞 2)     ,  𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸   … . (𝐸𝑞 3)     , Where n= Number of data ,  

𝑍𝑖 = 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑒𝑑 𝑟𝑒𝑎𝑙 𝑡𝑎𝑟𝑔𝑒𝑡 𝑣𝑎𝑙𝑢𝑒 ,   𝑍𝑖̂ =  𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑒𝑑 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛  𝑡𝑎𝑟𝑔𝑒𝑡 𝑣𝑎𝑙𝑢𝑒  
Recall was  measurement assessed the model's ability to recognize each and every positive instance among all of the real 

positive examples. It is often referred to as sensitivity or true positive rate. As shown the (Eq 4) [36-37]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
… . (𝐸𝑞  4)      , 𝑇𝑝 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 , 𝐹𝑁 =   𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 

 
Precision was measurement evaluates how well the model predicts positive outcomes. Out of all the projected positive 

instances, it shows the percentage of accurately predicted positive instances. As shown the (Eq 5)[38-40]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
… . (𝐸𝑞  5)      , 𝑇𝑝 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 , 𝐹𝑁 =   𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠  

 
F-Score was a measure employed to assess how well a categorization model performs. In order to produce one rating 

which balances both of these metrics, it takes into account both recall and precision. As shown the (Eq 6)[41-42]. 

 
  

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
… . (𝐸𝑞 6) 

 

 In the table a below shown accuracy score for each algorithm's output, and metrics (MSE ,RMSE, Recall, 

Precision , F-score ) for each machine learning algorithms . 

TABLE I.  EXPLAIN  THE METRICS AND ACCURACY FOR EACH MACHINE LEARNING ALGORITHM.    

 

 

 

 

 

 

 

The table above found the best and highest accuracy score for GBC (gradient boosting classifier) where accuracy = 96 %, 

MSE=0.09 and RMSE =0.29, and following RF (Random Forests) have second best accuracy =93%, MSE=0.11, and 

RMSE=0.33 and KNN (The k-Nearest Neighbors) achieved lower of accuracy =55% form the machine learning techniques. 

 

Metrics KNN GBC LR DT RF SVM EL 

Accuracy 55% 96% 82% 90% 93% 90% 88% 

MSE 0.91 0.09 0.44 0.16 0.11 0.16 0.51 
RMSE 0.95 0.29 0.66 0.39 0.33 0.39 0.71 

Recall 0.56 0.95 0.82 0.90 0.93 0.90 0.88 

precision 0.55 0.96 0.82 0.90 0.93 0.90 0.88 
F-score 0.54 0.96 0.82 0.90 0.93 0.90 0.88 
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The figure (4) shows the accuracy ,MSE and RMSE of each machine learning algorithm and the difference between the 

algorithms that were used in the proposed research. 
 

  

Fig  .4 Describe the accuracy and criteria evaluated  

 

From the chart above, find that the best performance algorithm is (GBM ) from the ML algorithms, as it obtained the 

highest percentage of accuracy (96%) and the best values for the evaluation criteria in its application to predict stock prices, 

followed by the ( RF) algorithm as the second-best value in terms of accuracy and performance (93%), and the lowest 

values for the evaluation criteria and accuracy was the (KNN ) algorithm. Where its value was ( 55%) .  
 In the table (2), the results accuracy  obtained in this research regarding the performance of the machine learning algorithms 

are compared to the results related to the machine learning algorithms of previous research. 

TABLE II.  COMPARED ACCURACY PROPOSED METHODS WITH PREVIOUS STUDY. 

 

 

 
 

 

 
 

 

 
 

 

From the above comparison, it was found that the results obtained are better than the results of previous studies. 

It is possible to compare the best results obtained for the algorithms in this study with some previous studies on deep 

learning algorithms, especially those that were applied to predict price quotes on the same dataset. 

Figure  (5) shows the process of comparing the best results accuracy obtained in the proposed research with the results 

accuracy  of deep learning algorithms . 
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KNN GBC LR DT RF SVM EL

Accuracy ,MSE and RMSE   

Accuracy MSE RMSE

Methods Proposed method Relatedwork [11] Relatedwork [12] Relatedwork [13] 

KNN 55% --- ----- 65.2% 

GBC 96% 92% 92.3%  

LR 82% --- ----- 70.1% 
DT 90% --- ----- 58% 

RF 93% --- ----- 61.5% 

SVM 90% ---- 76% 76.3% 
EL 88% ----- -----  
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                                                                              Fig. 5 Compare Between Accuracy ML And DL Algorithms 

 

 

After the above comparisons, we show that the proposed work achieved the best results from previous studies, whether at 

the level of machine learning algorithms or deep learning algorithms that were applied to predict stock prices. 
 

5. CONCLUSION  

 
In this study, the performance of machine learning algorithms for predicting name prices for several companies was 

developed and improved ( AMZN,  AAPL,  AMD, and BA   ). The tweets of these companies were analyzed using (NLP) 

and divided into (negative - positive - natural). The results obtained by the machine learning algorithms were excellent 

results compared to the results obtained by previous studies and other algorithms. These results were also compared with 

the results of deep learning. The results showed that these algorithms that were applied in this research were better Or 

equivalent to Deep learning algorithms. Thus, it is possible to say that machine learning algorithms have succeeded in 

achieving effective and strong results and can be used in the process of predicting stock prices at the present time, including 

their high accuracy, especially the (  SVM=90%, DT=90%, RF=90%, GBM = 96%) algorithms which have achieved a 

high level of accuracy. 
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