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A B S T R A C T 
 

Cybersecurity represents an important challenge specific to digital technology in the modern 
world, and is of vital importance for reducing or even preventing the impact of cybercrime. 
The Linux operating system is designed as open-source software that includes some features 
of software tools intended for network security and cybersecurity systems, such as intruder 
detection and penetration testing. With these tools in Linux, we need a special system to 
constantly detect intrusions into connected network devices. This research presents a method 
for detecting intrusion attacks based on analyzing the natural behavior of the system by 
building a special convolutional network to achieve this goal. The classification and detection 
results of the proposed convolutional neural network were compared with the regular machine 
learning method (SVM), with feature selection by correlation for both methods.  Same datasets 
were used to train and test each of CNN and SVM. Some metrics were determined to evaluate 
the performance of classification and prediction models for a specific type of regular attacks, 
DoS and BOT attacks, where both SVM and CNN obtained an accuracy of 85.58% and 
95.59%, respectively. 

 

1. INTRODUCTION 

One of the most important systems that identify malicious activities are intrusion detection systems and network traffic 
classification. The most important network identifiers are the server and host, which allow the transmission of data and 
packets in the network. This process is managed by the network operating system on the server side. These packets 
transmitted over the network may contain malicious activity that may be ineffective if the packets are isolated or have a 
harmful effect on the network if they are not isolated and target network servers [1, 2].  
The primary objective of cybersecurity is to reduce risks and ensure safety and privacy within network environments [4,3]. 
To achieve this, cybersecurity experts and professionals collaborate extensively, creating a wide array of defense systems 
and tools aimed at protecting the core pillars of information security: confidentiality, integrity, and availability (often 
referred to as the CIA triad) [5]. 
Intrusion Detection Systems (IDSs) play a crucial role in this landscape and can be broadly classified into three categories: 
signature-based IDSs, anomaly-based IDSs, and hybrid IDSs [6]. Signature-based IDSs are designed to identify known 
attacks by recognizing patterns or signatures that have already been documented. While these systems are highly effective 
at detecting familiar threats, they fall short when it comes to identifying new or zero-day attacks, as these threats lack 
predefined signatures [7]. 
In contrast, anomaly-based IDSs excel at spotting zero-day attacks by identifying behaviors that deviate from established 
normal activities [8,9].However, their effectiveness in detecting known attacks is generally lower compared to signature-
based systems. To address the limitations of both approaches, hybrid IDSs have been developed. These systems combine 
the strengths of both signature-based and anomaly-based methods, enabling them to detect both known and unknown threats 
[10] 
In the field of artificial intelligence, the need to rely on this technology has accelerated in many areas, including the neural 
network and machine learning, and its use in examining the network and communication devices in the computer and 
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detecting defects in them. Hence, a network sequence detection system was adopted using machine learning and neural 
network methodologies, which is important in the field of intrusion detection systems [11, 12]. 
Machine Learning (ML) techniques have recently emerged as promising solutions for the development of Intrusion 
Detection Systems (IDSs). ML involves a set of methods that use mathematical models to automatically identify, analyze, 
and extract patterns from data. By uncovering meaningful information, these models can make informed decisions and 
predictions.  ML [13,14] algorithms are generally divided into two categories: supervised and unsupervised learning [15]. 
Supervised learning algorithms rely on labeled data to map input variables to a specific target variable. Examples of these 
algorithms include K-Nearest Neighbors (KNN), Decision Tree (DT) models, and Deep Learning (DL) techniques, among 
others [16], etc. 
Some Linux operating systems are among the most important systems designed in the field of cybersecurity in terms of the 
tools and distributions attached to them, such as intruder detection systems [17].  
But it is important to design and develop a special model based on artificial intelligence algorithms, and not limit the use 
of special Linux operating systems designed for this purpose [18]. Therefore, we resorted to presenting a proposal to 
classify and then detect intrusion attacks based on recent data, taking into account the multiple classification of the main 
known attacks. 
 
1.1 Intrusion detection system 
An intrusion detection system (IDS) typically incorporates a network intrusion detection method into an architecture that 
includes additional related sub-components. This amalgamation forms a functional standalone system capable of 
conducting the entire spectrum of tasks required for intrusion detection. Throughout the discussion of various intrusion 
detection categories, several IDSs, along with their architectures and constituents, are presented [19]. 
The general structure of network intrusion detection is shown in the Figure 1, which includes data processing stages such 
as coding and pre-processing, then choosing methods that can be used to classify and detect network anomalies, such as 
machine learning and deep learning methods and algorithms [20, 21]. 
 

 
Fig .1.  General structure of network intrusion detection  

 
 
1.2 Types of Intrusion detection systems 
Intrusion Detection Systems (IDSs) come in various forms, each with distinct methods and capabilities for detecting 
suspicious activity. Network Intrusion Detection Systems (NIDS) are strategically placed across the network at key points, 
where they monitor inbound and outbound traffic for all connected devices. They analyze this traffic, comparing it against 
known attack signatures, and generate alerts if anomalous activity is detected. [20] Host Intrusion Detection Systems 
(HIDS) operate on individual hosts and devices within the network, particularly those with internet access. They monitor 
each host's activities, tracking the status of all files on an endpoint and detecting unusual activities such as file deletions or 
modifications. 
Protocol-based Intrusion Detection Systems (PIDS) are typically deployed on web servers, where they monitor and analyze 
communications between network devices and external online resources. They scan data transmitted over protocols like 
HTTP/HTTPS to identify potential threats. Application Protocol-based Intrusion Detection Systems (APIDS) focus on 
monitoring communication between users and applications. They examine packets transmitted over application-specific 
protocols, identifying and tracing suspicious instructions back to individual users. 
 
1.3 IDS detection methods 
Depending on the type of intrusion detection system the security solution will rely on a few different detection methods. 
Signature-based intrusion detection system (SIDS) aims to identify patterns and match them with known signs of intrusions 
[22]. Anomaly-Based Intrusion Detection System (AIDS) can identify these new zero-day intrusions [23]. Anytime traffic 
deviates from this typical behavior, the system flags it as suspicious. Hybrid Intrusion Detection system can flag new and 
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existing intrusion strategies [24]. It is defined exactly as its name implies: a combination of two or more types of Intrusion 
Detection Systems (IDSs). In this hybrid type, the capabilities of multiple systems are integrated to enhance detection and 
protection [24, 25].  
 
2. RELATED WORK 
Cybersecurity presents a crucial challenge for both current and future generations of networks. While numerous papers 
have been published on the development of Intrusion Detection Systems (IDS), 
Tahri, Rachid, et al 2022 [26] was suggested to use machine learning algorithms SVM and KNN to determine the best 
accuracy in detecting network intruders in the USNW NB 15 and NSL-KDD data sets, where SVM proved high efficiency 
and detection accuracy of up to 97.29 for the NSL-KDD dataset, and 97.77 for UNSW-NB15 dataset 
Hussein et al. 2021 [27] improve detection rate accuracy for every individual attack type and all types of attacks, which 
will help us to identify attacks and particular category of attacks. They used datasets are NSL-KDD and UNSW-NB15 in 
their proposal method. The method is evaluated using k-fold cross validation, and the experimental results of all the three 
classifiers with and without feature selection are compared together. 
Dini, Pierpaolo, and Sergio Saponara 2021 [28] presented a proposal for applying machine learning algorithms to analyze 
network traffic using the KNN and ANN algorithms based on multiple classification, and used belongs to CSE-CIC-IDS 
2018. The authors demonstrated the superiority of KNN, as it obtained an accuracy rate of 0.9957, while the accuracy rate 
of ANN was lower, reaching 0.9923. 
Kanimozhi, V., and T. Prem Jacob 2019 [29] Integrating multiple classification methods KNN, NB, DT, and SVM classifier 
based on the CSE-CIC dataset - ID 2018. The authors used calibration curve analysis and measurement methods to verify 
all the proposed classifiers in evaluating their performance. The work proved the superiority of SVM to other classifiers, 
obtaining an accuracy rate of 0.999 
Hooshmand, DA Mohammad Kazim 2019 [30] In the first classification of anomalies, the authors proposed the use of 
Random Forest. Based on the UNSW-NB15 dataset, the authors also used a neural network to evaluate the proposed system 
to classify inputs as attacks or not. The evaluation results for the proposed model obtained an accuracy of 0.93. 
Hooshmand, Mohammad Kazim [31] 2018 presented a study on feature selection and classification techniques using the 
UNSW-NB15 dataset. The authors relied on regular machine learning algorithms such as DT, R F, and KNN to detect the 
attack or not.  The highest accuracy value in detecting the attack using Random Forest was about (0.99). 
Songma, S., Sathuphan, T., & Pamutha, T 2018 [32] Use the CSE-CIC-IDS 2018 dataset to detect network and sequence 
anomalies using supervised machine learning algorithms. DT, KNN, and XGBoost machine learning algorithms were 
evaluated with PCA for each algorithm in the feature selection process. XGBoost obtained the highest accuracy value of 
approximately 0.997698 when using PCA 
Wang et al.  2020 [33], proposes an intrusion detection method based on convolutional neural network. The system is built 
by several open-source tools, it consists of data preprocessing, neural network training, network testing and intrusion 
response based on Linux. By experiment the result with NSL-KDD dataset, the proposed IDS-CNN system can not only 
efficiently detect intrusion of network data flows, but also its detection accuracy is better from the most modern method. 
Thirimanne, Sharuka Promodya, et al.  2022 [34], proposed for real-time network intrusion detection, they used 28 features 
to train a deep neural network that receives encoded data by real-time machine learning pipeline. The author used a data 
analysis method for the input traffic from the NSL-KDD dataset used to train the DNN. The system obtained an accuracy 
of 81%, less than the intrusion detection systems used for the same data set, but the important feature in this research is the 
adoption of real time in the data flow. 
Balyan, Amit Kumar, et al. 2022 [35], the authors presented a hybrid network-based intrusion detection system adopting a 
hybrid optimization algorithm that combines genetic, particle swarm, and random forest methods. they used hybrid 
optimization methods to enhance secondary data and extract new data with features that work more accurately. The 
performance of the proposed system was tested with machine learning methods using NSL-KDD standard data sets. The 
researchers demonstrated that the proposed method achieved an accuracy of up to 98.979 percent on the NSL-KDD data 
set. 
Jahanzaib et al. 2020 [36], presented a paper that introduces a security protection architecture specifically tailored to 
safeguard the control layer of a software defined network. This platform combines the capabilities of Long Short-Term 
Memory (LSTM) and Convolutional Neural Network (CNN) techniques to provide a proficient and effective intrusion 
detection system (IDS), in this study the Centralized control intelligence in SDNs faces scalability challenges, especially 
as networks grow in size and complexity. 
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3. RESEARCH METHODOLOGY  
 
The general structure of the proposed system is shown in the Figure 2, where the system requires performing some 
necessary procedures on the data set in order to use it in the classification model, such as data pre-processing operations 
by data normalization and data balancing. 
After the pre-processing operations mentioned above, the best features are selected to facilitate the extraction of important 
features within the CNN network. Classification models were trained on the CSE-CIC-IDS dataset for binary and multi-
class types. multi-class was adopted to detect the intrusion type, while binary classification was used to detect whether the 
type of intrusion was normal or harmful Attack. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig .2. General Structure of Proposed System 
 
3.1 Dataset Balancing 
The CSE-CIC-IDS dataset has various distributions that are not equal or skewed. This ranges from a slight to a severe 
imbalance in terms of balance. This imbalance poses a challenge to the classifier’s parameters, as most algorithms assume 
that the classes are equal in distribution. [37, 38]. Table 1 including the distribution of features for CSE-CIC-IDS dataset 
in binary classification 

 
TABLE I. ATTACK DISTRIBUTION IN BINARY CLASSIFICATION  

 
 
 
 
Table 2. and Figure 3 including the distribution of features for CSE-CIC-IDS dataset in Multi classification 
 

TABLE II. ATTACK DISTRIBUTION IN MULTI CLASSIFICATION. 
 
 
 
 
 
 
 
 

CSE-CIC-IDS dataset 
Normal Attack 
83.1  % 16.9 % 

CSE-CIC-IDS dataset 
Attack type  Percent  

Normal  63.111 
DoS Attack  28.497 
BOT Attack 6.324 

filtration Attack  2.056 
Brute Force 0.011 

SQL injection 0.001 
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Fig .3. Attacks distribution in Multi classification 
 
Hence, it was important to balance and clean the data sets before entering them into the workbook as part of the pre-
processing stage. Equ.1 is used for the calculation of the imbalance ratio [39, 40]: 
 

Imbalance	Ratio	 = 	 {"#$%!}
{"'(%!}

      ………………….. (1) 
where: Ci𝐶𝑖 shows the data size in the class i. 
 
3.2 Feature selection  
 
The metric of Pearson's correlation coefficient is utilized for assessing the linear association between the variables. Let  a 
sample with size w, there is w of data are transformed into grade data, a linear correlation level between two variables 
(correlation coefficient of i and j) is given in Equation 2  [41, 42]. 
 

𝐶𝑜𝑟𝑟',* =
∑(𝒊./)̅(𝒋.3)̅

(4∑ (𝒋𝒌.3)̅𝟐𝒘
𝟏 )(4∑ (𝒋𝒌.3)̅𝟐𝒘

𝟏 )
      ……… (2) 

 
3.3 Intrusion detection model 
After the data set undergoes the pre-processing stage of normalization and balancing, and then selecting the features - the 
selected data is concentrated on three main types of attacks as multi-class, namely natural, DoS, and BOT attacks. 
For the multi-class approach, the system has two models. The first multi-class intrusion detection method is the SVM 
algorithm. In binary classification, the CNN includes five layers containing 128, 256, 512, 1024, and 1024 layers. All 
hidden layers used ReLU activation functions, while the output layer consisted of two neurons with Softmax activation.  
 
4 EXPERIMENTAL AND RESULTS  
After perform the balancing operation to the CSE-CIC-IDS 2018 dataset, the number of attack classes decreased from 6 to 
3. Some classes have been removed to ensure an equal number for each attack class except normal class. Table 3. and 
Figure 4 including the distribution of features for CSE-CIC-IDS dataset after Preprocessing operations. 

 
TABLE III. ATTACKS DISTRIBUTION AFTER PREPROCESSING 

 
 
 
 
 
 

63%

29%

6%2%0%0%

Percent	

Normal

DoS	Attack

BOT	Attack

In	filtration		Attack

Brute	Force

SQL	injection

CSE-CIC-IDS dataset 
Attack type  Percent 

Normal  40 % 
DoS Attack  30 % 
BOT Attack 30 % 
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Fig .4. Attacks distribution after Preprocessing for CSE-CIC-IDS dataset 
 

Models are trained to classify all types of attacks identified in the dataset. The performance evaluation of each model is 
based on the confusion matrix. In this work, some metrics were identified to evaluate the performance of classification and 
prediction models, such as sensitivity, Specificity, Precision, and Accuracy for identified type of attacks Normal, DoS, and 
BOT attacks. Table 4. Figure 5 shows the evaluation of the performance of each SVM and CNN in a multiple classification 
of the intrusion attack-network. 
 

TABLE IV. PERFORMANCE EVALUATION FOR SVM AND CNN MODELS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig .5. Performance Evaluation for SVM and CNN models 
 
 

 
 

Model  Sensitivity Specificity Precision Accuracy 
SVM 85.57% 97.42% 89.87% 85.58% 
CNN 95.59% 99.55% 97.30% 95.59% 

Normal DoS	Attack BOT	Attack

75.00%
80.00%
85.00%
90.00%
95.00%
100.00%
105.00%

Sensitivity Specificity Precision Accuracy

Performance	Evaluation	for	SVM		and	
CNN	Models

SVM CNN
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5. CONCLUSION  
The work in this paper was based on the recent CSE-CIC IDS2018 multi-classification dataset. Since the collected data 
may contain a number of spaces and characteristics that affect the accuracy of the classification and its intended purpose, 
a balancing act was made to reduce the dimensions of the data and three main attacks Normal, DoS, and BOT, were adopted 
for the work. A convolutional neural network model was designed to classify and detect network anomaly and hacking 
attacks, comparing the CNN classifier to one of the well-known machine learning algorithms, which is SVM. The proposed 
CNN classifier proved to have very high accuracy, which led to its selection in the detection stage. Network anomaly of 
data used 
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