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A B S T R A C T  
 

The sale of facial features is a new modern contractual development that resulted from the fast 
transformations in technology, leading to legal, and ethical obligations. As the need rises for human faces 
to be used in robots, especially in relation to industries that necessitate direct human interaction, like 
hospitality and retail, the potential of Artificial Intelligence (AI) generated hyper realistic facial images 
poses legal and cybersecurity challenges. This paper examines the legal terrain that has developed in the 
sale of real and AI generated human facial features, and specifically the risks of identity fraud, data 
misuse and privacy violations. Deep learning (DL) algorithms are analyzed for their ability to detect AI 
generated faces in order to potentially function as an AI safety in face sale agreement to allow the 
authenticity and protecting data. In addition, it examines the legal mechanisms surrounding consent, 
liability and data protection and suggests changes to help accommodate the complexity of AI. This paper 
proposes a framework by which AI tools can be integrated into the evolution of cybersecurity strategies, 
to mitigate risks and ensure compliance with such new legal standards and contribute to discussing the 
ethical and secure use of AI in Face sale contracts. 

1. INTRODUCTION 

Artificial intelligence (AI) has seen a rapid evolution and has now brought major changes to the way cybersecurity, law 

and digital identity works. The generation of hyper realisitic facial images via AI technology such as deep learning (DL) is 

one of most profound developments. In areas such as identity verification, personal data protection and cybersecurity, these 

AI generated faces are indistinguishable from real human faces and hugely problematic [1]. The Face sale contracts, in 

which both real and AI generated facial data are bought, sold, and licensed, are rising, raising novel legal and ethical 

questions about who owns rights to the faces of those represented in online and augmented realities. Because media, 

entertainment, and marketing have seen an exponential increase in demand for digital representations, these contracts have 

been adopted. Yet these risks come with the twin risk of identity fraud, data misuse, privacy violations [2]. 

In the context of face sale contracts, the risks are twofold: the potential for this data to be misused, coupled with the fact 

that it is so difficult to distinguish real and AI generated facial data. Facial synthesis using the aid of AI systems, more 

especially those based on DL, has become increasingly realistic, thus making the identification difficult whether a face is 

real or not. All this represents a new frontier for identity fraud, where AI generated faces might be used to commit such 

offences as impersonation, use of someone’s likeness without their permission or for use in illegal transactions [3]. 
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This study uses three models the: ResNet50, efficient Net, and a Convolutional Neural Network (CNN) to detect and 

differentiate the real and AI synthesized facial images.  These models establish a technical basis on which the face sale 

contract cybersecurity measures can be improved to prevent fraud and to verify the authenticity of the facial data that they 

contain. 

As AI entails using faces in some times, the legal systems around the world struggle to deal with the complexity introduced 

by their use [4]. Current laws regarding privacy, especially as they pertain to data protection and contracting, are often ill 

adapted to the problems posed by this cutting edge technology. Particularly pressing are issues of consent, liability and 

ownership of facial data  [5].  For instance, what happens when a real person’s likeness is synthesized by AI without their 

conset and then sold or used in a contract? When AI generated faces are used in fraud, or other malicious purposes, who is 

responsible? These questions raise the need for a full body legal policy that covers the sales of facial data as well as the 

protection of those parties involved against any misuse or identity theft. 

This paper focuses on the legal and cybersecurity issues arising in face sale contracts, especially circumstances under which 

real faced data and AI data could be distinguished. This paper proposes a framework that integrates current AI detection 

technology into face sale agreements that protects parties from fraud and unauthorized use by exploring current AI detection 

technology. The face sale contract validations can use AI based detection mechanisms specifically Deep Learning (DL) 

based mechanism to be strong deterrents in the authentication process [6]. 

Additionally in this paper, the law governing the face sale contract will be examined by also looking at factors such as 

consent, liability, and data protection laws. In addition, it will explore how the complexities introduced by AI can be 

accommodated by these frameworks through modification and even an extension to yield new legal provisions that would 

better secure these contracts. This study is a contribution to the growing ethics and security of use discourse for AI in the 

context where people’s identity and personal data at the risk. 

This study seeks to address several key questions, including: 

 How can AI models used to detect and classify facial data as being real or made up of AI? 

 When selling and using AI generated faces what kind of legal risks do they pose with, for example, identity fraud, 

privacy violation and misuse? What is the role played by consent and liability in rights sale contracts, and what 

solutions to these problems can existing legal frameworks provide? 

 What can be done with existing data protection and contract laws to accommodate the problems arising from sales 

of AI generated faces in face sale contracts? 

 What ethical implications exist in the manufacturing, selling, and use of AI generated facial data? Here is how can 

AI based detection mechanisms be incorporated into cyber security strategies to safeguard face sale contract and 

to stop fraudulent activities. 

 What might the consequences be of not acting to moderate the utilization of AI created facial data in a timely and 

appropriate manner? applied to detect and distinguish between real and AI-generated facial data? 

 What legal risks arise from the sale and use of AI-generated faces, particularly in terms of identity fraud, privacy 

violations, and unauthorized use? 

 What role do consent and liability play in face sale contracts, and how can these issues be addressed within the 

current legal frameworks? 

 How can existing data protection and contract laws be adapted or extended to account for the challenges posed by 

AI-generated faces in face sale contracts? 

 

The study seeks to develop a complete framework answering these questions, examining the technical and legal 

complexities of face sale contracts. This paper aims to propose new regulatory strategies based on the integration of AI 

detection technologies against current legal frameworks so as to have not only security but also ethical use of AI generated 

facial data. 
 

2. RELATED WORKS 

Over the past few years the progress that has been made in artificial intelligence (AI) [7] and Deep Learning (DL) [8] 

techniques has allowed the creation of extremely realistic synthetic images, that present significant security and ethic and 

data authenticity issues.y. These challenges have been studied in several instances, and the methods of distinguishing 

between AI generated and real content have been proposed. 

One study [9] takes the idea of AI created images that are similar but not identical to real photographs and runs with it, 

both creating a synthetic dataset that looks like CIFAR-10 but using latent diffusion. The classification of real and AI 

generated images was framed as a binary problem and a CNN was used to achieve 92.98 accuracy through extensive 

hyperparameter tuning. The study used explainable AI techniques like Gradient Class Activation Mapping (Grad-CAM) 
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and revealed that subtle imperfections in the background, rather than central image features, were the essential element of 

classifying images. It also contributed to future AI detection research through the making of available the CIFAKE dataset. 

Indeed, another study [10] explored the security and moral ramifications of AI generated written content, as part of their 

classifying AI generated versus actual images. This study extracted features using pre trained CNN models like 

SqueezeNet, InceptionV3 and VGG19 with a dataset of 975 images. Using ML models, such as Artificial Neural Networks 

(ANN), K-Nearest Neighbors (KNN) and Support Vector Machines (SVM), we classified these features. The 

InceptionV3+ANN model achieved highest classification accuracy. But the study indicated that much larger datasets would 

be required to boost classification performance, as the size of the the dataset was small. 

Another research [11] used DL techniques like ResNet50 model to detect real faces and fake faces. The researchers trained 

a 9,000 image dataset for 150 epochs and got over 100% training accuracy, 99.18% validation accuracy and 99% testing 

accuracy. This work highlights the power of DL models like ResNet50 in recognizing fake AI generated faces and prove 

the tremendous potential of neural networks used in face detection projects. 

As these works highlight the growing necessity for reliable methods to recognize AI-generated content, the ethical and 

security challenges it brings a debate on the importance of introducing robust methods for recognizing AI generated content 

arises. Moreover, they also show that DL models like CNNs and neural networks can effectively solve the problem of real 

vs. AI generated image classification, which forms a basis for future work exploring ways to protect digital identities and 

data authenticity. 
 

3. SALE CONTRACTS AND LEGAL ISSUES 

A sale contract It is a legally binding agreement that makes a deal of exchange between goods or services between a buyer 

and a seller [12]. These contracts are important to the general clarity, lack of unfairness and enforceability of the contracted 

upon obligations. There are a number of fundamental elements which are necessary for a valid sale contract, offer and 

acceptance, a consideration legal capacity a lawful purpose and an agreement between the parties [13]. Offer and acceptance 

constitute the mutual agreement between the parties, consideration is the exchange of value ordinarily expressed in the 

form of a particular consideration. To enter into the agreement both parties have legal capacity, that is, they need to have 

sound mind and meet the legal age requirement. Additionally, the contract has to have a bona fide purpose, parties must 

act with consent and freely devoid of coercion or misrepresentation [14]. 

A lot of legal issues arise from the execution or interpretation of sale contracts. Breach of contract is a common problem 

wherein one party fails to discharge his obligations [15]. Damages, specific performance and rescission of the contract are 

among remedies for breach of contract. Working challenges are frequent misrepresentation and fraud as false statements 

made in negotiations can result in the nullification of a contract, or a claim for compensation from misrepresentation. 

Complications arise when there are disputes on title and ownership and determining when title and ownership transfer leads 

to liability claims. In addition, warranties, whether expressed or implied, are commonly included in sale contracts, which 

warranties the product quality in case the failing of which are disputed. A second point of law is related to force majeure 

clauses that are intended to protect against unforeseen events, such as natural disasters, which would prevent one or both 

parties performing under the contract. 

Throughout the history, the regulations of sale contracts are determined by different fundamental rules and consumer 

protection rules, which aimed to encourage fair practices and defending the buy’s interests. Across borders, there are 

instruments, such as the United Nations Convention on Contracts for the International Sale of Goods (CISG) [16], for use 

in facilitating cross border transactions. Many jurisdictions adopt laws domestically, such as the Sale of Goods Act, 

legislating valid rights and obligations of buyers and sellers in respect of goods under terms of quality, fitness and 

conformity. In short, these laws help keep the trust in the commercial transactions. Consumer protection laws also have the 

job of keeping a check on unfair practices and evaluating to action against sellers when there is a defect or 

misrepresentation. 

Sale contracts are drafted in many instances and they contain some resolution mechanisms in situations of dispute. It is 

common to do the negotiation and mediation that brings the parties to agree a resolution not through formal legal process. 

However, an arbitration affords the participants a better structured but more private option, as the arbitrator's decision is 

binding on the users.  

The emergence of e-commerce and electronically transacted business has brought new legal, including about online 

contract law, electronic signatures and jurisdiction. With the growth of the digital era, courts and lawmakers are becoming 

more focussed to update and modify the existing legal frameworks to the problems on privacy, cybersecurity and consumer 

protection. These developments underscore the fact that sale contracts are developing, and contract drafting should result 

in documents that are flexible and in the recognition of the changeable commercial environment. 

Over the last few years, a novel dimension of sale contract emerged with the sales of rights to use human faces in robotics 

and artificial intelligence. This issue, powered by the growth of AI, is in the medium of licensing for the likeness of face 



 

 

132 Al-saeedi et al, Mesopotamian Journal of Cybersecurity Vol.4,No.2, 129–142 

for the humanoid robot, virtual assistant and avatars of AI. The sale of facial rights is a tricky exercise in legal and ethical 

considerations, legal rights and public privacy. The rights themselves are granted by individuals, and must be given in the 

form of informed and explicit consent, and the specifics of use in them must be clearly defined in the contract to avoid 

misuse. There are also questions about ownership: Who or what owns the facial data, and who gets to use it? Beyond that, 

the General Data Protection Regulation (GDPR) in the European Union mandates strict use of personal data, and biometric 

data in particular [17]. These regulations prevent legal liabilities for contracts facilitating the sale of facial rights, thus 

contracts offering the sale of facial rights must be in conformity with these regulations. Additionally, these agreements 

involve identity manipulation concerns, which are ethical and creating transparancy and responsible usage essential. As AI 

technologies grow, the legal framework being developed to govern the sale of facial rights and rights more generally will 

evolve so that they are capable of keeping pace with innovation and yet protecting individuals’ rights and freedoms. 
 

4. ETHICAL IMPLICATIONS OF AI IN FACE SALE CONTRACTS 

Artificial Intelligence (AI) is one of the most evolving technology of the 21st century that traveled all the way from the 

horizon of research labs to revolutionizing multiple industries and influencing daily life [18], [19]. AI is the means to build 

computer systems that model human intelligence in solving tasks considered to require intelligence [20]. In that sense, the 

idea of AI is nothing new, but it did take the advent of the advancements made lately in areas of machine learning, deep 

learning (DL) and computational power to practically enable the use of these technologies on a large scale [21]–[23]. Due 

to our not so distant past and the reached understanding of the basics of the knowledge systems theory, during this century, 

AI has already become a necessary component of many fields such as healthcare, finance, transportation, and retail and has 

become an unsurpassed tool for precision, efficiency, and inventiveness [24]. But with these benefits come huge legal and 

ethical problems, particularly with contracts and sales where the influence of AI is mounting [25]–[27]. 

The development of the AI has greatly evolved from simple automation to complex, self learning systems which can handle 

huge verse of data and make decisions to a minimum human intervention [28]. The early AI systems were basically rule 

based, that is, they could process incoming information following fixed rules, but were unable to learn something new. 

When came machine learning, this is where AI systems started to learn from data and find out patterns and learning from 

experience. More impetus to AI’s capabilities was provided by deep learning — a subset of machine learning used to teach 

machines how to learn the way humans learn, by using neural networks to simulate human brain functioning [29], [30]. 

Because today’s AI systems can not only analyze complex datasets to deliver insights and recommendations but can do it 

in real time, they are essential to industries where making quick, data driven decisions are paramount [31]. 

Sales and contracts is one of the sectors where AI has made a huge difference [32]. AI in sales is used to tailor customer 

experience, optimize the pricing strategy and simplify the customer service through the usage of the chatbots and virtual 

assistant [33], [34]. These tools allow businesses to communicate with customers better, funneling through unique solutions 

that are tailored to individuals preferences and behaviors [35]. For example, an e-commerce platform exploits the use of an 

AI algorithm that suggests products to a customer depending on their browsing history and past purchases to improve the 

chance of getting a conversion. Just like a customer inquiry round the clock can be done by AI-powered chat bots to 

optimize service quality without a drop in operational cost [36]. And in all this, AI became an integral part of the sales 

processes of the businesses [37]. 

AI is also changing the legal and contractual side of sales beyond customer interactions [38]. Today, several tools that let 

the AI draft, review, and manage the contract; automate the work that once took a lot of human effort [39]. The tools can 

help analyze the large volumes of legal documents, highlight the key clauses and can also warn about potential risks that 

takes away the time and cost from contract management. AI can create security through sales contract agreements, so that 

terms and conditions of all sales are fair, enforceable, and in compliance with the laws, giving an extra layer of security for 

buyers and sellers [40], [41]. In addition, AI systems can monitor contract performance in real time, sending alerts of either 

breaches or deviations from agreed upon terms [42]. This proactive approach will prevent disputes, and will make possible 

for all parties to fulfill the contractual obligations. 

Yet the integration of AI into the sales contracts and legal processes poses far reaching security and ethical issues [27], 

[43]. The main concern is on liability. Traditionally in contract law, liability is imposed on the parties to the agreement. 

When an AI system does the drafting or enforcement of a contract, who tends to be accountable when something goes 

wrong? For example, imagine an AI tool inserts an error into a contract that results in financial loss or some legal dispute 

and who is to blame, the AI developer, the company using the tool, or the parties to the contract. The ambiguity adds further 

complication to a legal landscape whose lines are already becoming blurred by the use of AI in contractual agreements. 

Liability concerns are not the only issues surrounding AI driven contracts: accountability, transparency and fairness are 

also important [44], [45]. In legal contexts, this lack of transparency can be a problem in allowing parties to know what the 

rationale might be for certain contractual terms, or decisions. An example AI tool would be something that changes the 

price of a product automatically according to a customer’s purchasing behaviour, but the customer might not realize that 
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the price change was dictated by the AI tool. The lack of transparency poses a risk that AI could be used to leverage 

consumers, or to engineer contract language in favor of one side over another. 

So, several ethical problems arise as a result of the rise of AI technologies in face sale contracts. All these technologies 

present new opportunities but also contain a range of complex risks. The ethics of the bias and fairness, privacy and consent, 

transparency and accountability, and environmental sustainability are this section's subject matters. 

 

 Bias and Fairness: Facial AI systems are biased because they are trained on datasets that are painted with the 

same societal inequalities. For instance, facial recognition models have been shown to perform worse on some 

racial compared with others because they have not been trained on enough data which represents those groups. In 

the face sale contracts context, biased algorithms might result in unfairness towards (and/or wrongful denial of 

services to) some groups. If overlooked, these biases keep things as they are, or worse. Fairness means developers 

use diverse datasets, regular audits to detect and mitigate algorithmic bias in order to promote fairer outcomes. 

 

 Privacy and Consent: There is a real problem with the sale of both real, and, yes, AI generated facial data, as 

well as its use without proper consent when it comes to individuals’ faces. AI generated synthetic faces can look 

just like real people, making it difficult to tell the difference between real and artificial. It opens the door for 

someone to gain financially from the linking of their likeness without their knowledge. Furthermore, such privacy 

laws as GDPR [17] require explicit consent prior to collecting or using personal data — but privacy laws around 

AI generated content are often ambiguous. On the business side, face sale contracts need to be laden with clear 

consent mechanisms that give clear details about how the data or likeness of the person will be used, stored, and 

shared. 

 

 Transparency and Accountability: AI systems that are used in face sale contracts are often 'black boxes' where 

we do not understand how they decide what to choose. Because of this lack of transparency, there can be a lack 

of trust between the parties they involve, because it doesn’t make clear whether the facial data they use is real or 

AI generated. In addition, if AI generated faces are exploited for identity theft or fraud, chargeability for the 

actions can be very tricky—should the AI generators be held accountable, the service provider or the end user? 

Given these, expose of XAI methods would provide transparency on how models generate or classify facial data. 

Also, frameworks have to set out clear lines of accountability to ensure liability can be managed properly in cases 

of misuse or in breaches of an agreement. 

 

 Environmental Sustainability: Generating the face or detecting it also has a big price for the environment when 

developing and deploying AI models. There is also the energy and computation that deeply learning models 

require to train — especially if this tool have to train a really big model on a really big dataset. The use of AI in 

face sale contracts therefore carries an ethical dimension and especially so as companies look for environmentally 

friendly technology practices. To reduce the computational burden, they should be working with energy efficient 

architectures like EfficientNet. 
 

5. PROPOSED FRAMEWORK 

Face sale contracts in the context of AI-generated images detection this paper presents further a comprehensive framework. 

The framework deals with a number of main elements for precise face identification and classification, consisting of data 

collection, preprocessing, DL model building and evaluation. This structured approach tries to make face sale contracts 

secure and compliant in the end (see Figure 1). 
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Fig. 1. The Methodology 

This work uses a dataset from [46], which contains about 9,600 images of human faces that are specially curated for 

identifying and classifying real versus synthesized human images as shown in Figure 2. The dataset is organized into two 

categories optimized for DL applications: real images and AI generated images. 

Real Images: This category has 5,000 diverse faces of authentic human faces ranging from diverse demographic 

backgrounds, expressions and backgrounds. 

AI-Generated Images: The 4,630 images in this category were created using advanced AI algorithms, which try to mimic 

real human facial features as closely as possible. 

 
Fig. 2. classifying real versus AI-generated images 

Supervised learning model training requires the distribution of the dataset to have the proper labels in order to assist the 

algorithms in pattern recognition of real and generated by AI images. This structured approach guarantees a solid grounding 

for proper classification inside the framework proposed here. 

 

5.1. Preprocessing 

In the preprocessing phase, the dataset is divided into three subsets such that we train, validate and test the models as shown 

in Figure 3. The data split was performed as follows: 
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 Training Set: I used 70% of the dataset for training the DL models. To optimize ability which the model can learn 

the features that can distinguish the real and AI generated face, this subset was used. 

 Validation Set: During model training, 15% of dataset was reserved for validation. In order to avoid overfitting 

and additionally fine tune the model's hyperparsmeters, the model was validated against this validation set. 

 Test Set: The remaining 15% of the dataset was used for testing. The performance of the final model on data it 

had not seen was evaluated on this test set, comparing how well the model performed, giving us an unbiased 

measure of the model’s accuracy. 

 
Fig. 3. Dataset Splitting 

In addition to splitting the data, standard preprocessing techniques were applied, including image resizing [47], 

normalization [48], and augmentation [49]. These techniques help improve model performance by ensuring consistency in 

input image size, scaling pixel values, and introducing variability through augmentations such as rotations and flips. This 

preprocessing pipeline was essential for enhancing the robustness and generalization of the models during training. 

5.2. Build DL Models 

In this study, three DL models were implemented to classify real and AI-generated images: A custom CNN and ResNet50 

and EfficientNet. Each model was chosen for its high performance in image classification tasks, while also having features 

advantages in feature extraction and efficiency. 

 ResNet50: A DL architecture that is known to solve the problem of vanishing gradients in deep networks. 

ResNet50 employs the residual learning, which helps the network train deeper layer at least as well as the other 

networks [50]. We trained the model with Adam optimizer, batch size of 64 and 75 epochs and learning rate of 

0.00001. So, using 50 layer architecture was critical for capturing fine detail in facial images, for telling real from 

AI generated faces. 

 EfficientNet: EfficientNet was used to achieve balance between computational complexity and accuracy, which 

is its main characteristic of scalability and efficiency [51]. It was trained with Adam optimizer, a batch size of 32 

over 15 epochs, a learning rate of 0.001 and the model was optimized. The precise classification under 

computational efficiency was perfectly suited for this large dataset using the EfficientNet architecture. 

 CNN: Using of the Convolutional Neural Network (CNN) is designed for specific classification task. For feature 

extraction part, it consisted of several convolutional and pooling layers, and fully connected layers for 
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classification [30]. Adam optimizer, batch size of 32, 10 epochs and learning rate of 0.001 were used for training 

the CNN. 

The study was able to compare the performance of these different architectures by using these different architectures 

to see how they do in identifying real and AI generated faces. To maximize a relevant measurement of classification 

accuracy, each model was trained with tuned hyperparameters. 

 

5.3. Evaluation 

The performance of the three models (ResNet50, EfficientNet, and CNN) was evaluated using several key metrics 

(Confusion Matrix, Accuracy, Precision, Recall, F1-Score, and Fitting). This comparison allowed to have an overview of 

how good each model was at classifying real and AI generated images. 

 Confusion Matrix: Each model was visualized by a generated confusion matrix to view classification results [29].  The 

distribution of true positives, true negatives, false positives and false negatives was shown in this matrix to identify 

the number of correct and incorrect predictions. It gave us some insight about places where the model was not able to 

classify image correctly, including the successes as well as the misclassifications. 

 Accuracy: To know how often real and AI generated images are correctly classified, the accuracy is computed on 

the entire set. This is a metric that represents how many correctly predicted instances out of all predicted instances 

[52]. One general benchmark was accuracy and performance of the models was compared. 

 Precision: To evaluate the models ability to correctly identify AI generated images, precision was computed. 

Specifically, as a measurement of how often in cases of an image predicted as AI generated the model is correct, 

it calculates the proportion of true positive predictions out of all of the positive predictions [53]. 

 Recall: To assess how well the models found all of the instances of AI generated images, recall was used. More 

specifically, it computes what proportion of true positives exist among all true positives [54] and tells us how 

many of the AI generated faces were classified correctly by each model 

 F1-Score: When the classes don’t balance out, F1 Score is computed to balance precision and recall. It stands for 

the harmonic mean of precision and recall and have a single indicator for false positives and false negatives and 

overall models’ behaviour [53]. 

 Fitting: This evaluated was used to know how the fitting process for each model and if it was underfitting nor 

overfitting [31]. The training and validation loss curves were checked to see if it have converged and if there are 

any big discrepancies between training and validation performance, if so it could point to over fitting. This was 

another tool to help ensure the models generalise correctly when the unseen data is presented. 

The models were evaluated using these evaluation metrics to determine overall classification accuracy, false positive and 
false negative minimization and tradeoff between precision and recall. Through these evaluations, these ResNet50, 
EfficientNet, and CNN models were able to test their effectiveness in detecting real and AI generated faces, and what 
strengths they exhibited and what their weaknesses were. 

 

6. RESULTS AND DISCUSSIONS 

To assess the performance of the models for classifying AI-generated and real images, we analyzed the confusion matrices 

for each model (EfficientNet, ResNet50 and CNN). These confusion matrices tell us something about how much the models 

can really recognise the difference between images generated by AI and true ones. 

In particular, the ResNet50 model demonstrates great capability of distinguishing AI generated images and real ones. From 

the confusion matrix we know that ResNet50 correctly classified the 700 AI generated images without any false positives 

or misclassifications. The model also succeeds in finding all 745 real images without any false negative. We can see this 

means the ResNet50 model was 100% accurate in both categories, confirming that it can extract and interpret features that 

separate out real content from AI generated content.. 

For the EfficientNet model, the confusion matrix also shows high accuracy. On 695 of 700 AI generated images it correctly 

classified all 695 images with none of which was incorrectly labeled as AI generated. Moreover, it also was able to correctly 

classify all 750 real images with the model, maintaining the robust performance. In fact, for that detection of AI generated 

images ResNet50 is slightly more accurate but overall EffectiveNet is highly effective for image classification too. 

However, the results of the CNN model are more varied. From the confusion matrix, while CNN correctly categorized 516 

of the AI generated images as such, it incorrectly identified 484 as real, thus resulting in a relatively high amount of false 

negatives. Also, 443 real images were correctly identified, 483 of them were wrongly identified as being AI generated. 
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While CNN is a significantly worse performer compared to ResNet, EfficientNet, the performance is still insightful — that 

is, for identifying which parts of the model need work, especially regarding false positives and negatives. The confusion 

matrices for these three models are shown in Figure 4. 

 
Fig. 4. The confusion matrices of DL models 

Table 1 compares the performance of three DL models ResNet50, EfficientNet, and CNN across four key metrics. In the 

field of machine learning, we have Accuracy, Precision, Recall, and F1‒score. All metrics were perfect (score of 1.00) for 

ResNet50 and EfficientNet, indicating perfect classification result and therefore, perfect precision, recall and balance 

(precision ratio vs. recall ratio, F1 score). That means that these models were all to accurately label all the instances and 

had no false positives and false negatives. ResNet50, having deep residual architecture, is effective at learning complex 

features, since the vanishing gradient problem is addressed, and EfficientNet is designed to be computationally efficient. 

The generic CNN model performed worse, with corresponding Accuracy of 0.50, Precision of 0.52, Recall of 0.51 and F1-

score of 0.52. 

TABLE I.  COMPARES THE PERFORMANCE OF DL MODELS 

DL Method Accuracy Precision Recall F1-score 

Resnet50 1.00 1.00 1.00 1.00 

EfficientNet 1.00 1.00 1.00 1.00 

CNN 0.50 0.52 0.51 0.52 
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The two higher performances inferred (ResNet50 and EfficientNet models) are studied, and the results are assessed based 

on the accuracy and loss metrics provided for training and validation. Figure 5 shows how the loss decrease and the accuracy 

of ResNet50 increase with epochs at the same time, showing good learning and no overfitting. The aligned training and 

validation curves show that. On the other hand, in comparison, the EfficientNet has loss and accuracy fluctuations and 

accordingly training process appears to be less stable and overfitting risk rises significantly even when validation accuracy 

doesn’t keep improving properly.  

 
Fig. 5. ResNet50 and EfficientNet models 
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Observations on these correlated data suggest that ResNet50 is the more stable and more robust model for this classification 

task as it is able to fit the data better than the other 9 models. Therefore, ResNet50 is the best model to separate real and AI 

generated images. 

Our study in the testing phase of the ResNet model tested its ability to classify images as either AI generated or real. The 

label in the model classification column shows what the ResNet model predicted for labels, 0 for AI generated images and 

1 for real images.  As can be seen in Table 2 the ResNet showed high accuracy in classifying the majority of the images as 

predicted. Suppose, for instance, the model correctly classified an AI-generated image (label encoded as 0) of something 

in row 0 as 0. Just like in row 1, a real image (labeled as 1) was accurately predicted as 1. This pattern is consistent through 

the dataset. There are many instances of correct classifications out of the 1,445 images (rows 2, 3, 4, 1442, 1443 and others). 

TABLE II.  TEST THE RESNET50 MODEL 

ID image_path label Label encoded Model classification 

0 /content/drive/MyDrive/Colab Notebooks/CR/cr/A... AI-Generated Images 0 0 

1 /content/drive/MyDrive/Colab Notebooks/CR/cr/R... Real Images 1 1 

2 /content/drive/MyDrive/Colab Notebooks/CR/cr/A... AI-Generated Images 0 0 
3 /content/drive/MyDrive/Colab Notebooks/CR/cr/A... AI-Generated Images 0 0 

4 /content/drive/MyDrive/Colab Notebooks/CR/cr/R... Real Images 1 1 

... ... ... ... ... 
1440 /content/drive/MyDrive/Colab Notebooks/CR/cr/A... AI-Generated Images 0 0 

1441 /content/drive/MyDrive/Colab Notebooks/CR/cr/A... AI-Generated Images 0 0 

1442 /content/drive/MyDrive/Colab Notebooks/CR/cr/R... Real Images 1 1 
1443 /content/drive/MyDrive/Colab Notebooks/CR/cr/R... Real Images 1 1 

1444 /content/drive/MyDrive/Colab Notebooks/CR/cr/A... AI-Generated Images 0 0 

 
This table shows the model’s performance which verifies the conclusion made earlier that ResNet50 is the best model for 

this task. 
 

7. CONCLUSION AND FUTURE WORKS 

In this study we evaluated how well ResNet50, EfficientNet and CNN models distinguish real and AI generated images. 
Detailed training and validation metrics analysis for demonstrated ResNet50’s greater stability in learning ability and 
robustness without any signatures of overfitting and its training and validation accuracy and loss stayed aligned with the 
typical ResNet50 behaviour. However, EfficientNet model performed very differently from the others on loss and accuracy: 
much more varied on loss and accuracy, implying a more unstable training process with a higher possibility of overfitting in 
the training process. With these results, we find ResNet50 to be the best model for the classification of AI-generated vs real 
images and demonstrated high accuracy of identifying between images that have been generated by AI and those created by 
humans. Finally, the ResNet50 achieved the final testing results, where it was able to classify most of test images with a 
precision. Future work will delve into other deep learning models and architectures beyond ResNet50 and EfficientNet to 
build a better classification accuracy. Investigated will be techniques such as ensemble learning in which multiple models 
are combined to increase predictions performance. Furthermore, by including a wider range of AI generated images, 
specifically the ones generated by state of the art generative models will help us better understand how robust the 
classification models are. In addition, methods to explainability like Grad-CAM can be implemented to interpret the model’s 
decision making process and explain how the model differentiate one from the other between real and AI image. They will 
form part of the development of more resilient and more transparent image classification systems. 
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