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A B S T R A C T 

 
Currently, the security of data has gained significant attention in modern life. Researchers have continued 
to address this issue. This work addresses image encryption in communication systems. It presents a 
proposed design and implementation of a cryptography system based on the Lorenz chaos oscillator. The 
paper methodology uses Xilinx System Generator (XSG) and Field Programmable Gate Array (FPGA) 
technologies to implement the chaotic system. To determine the approach that uses the least amount of 
FPGA resources while providing effective and efficient performance, the differential equations of the 
Lorenz chaotic system are solved via the forward-Euler and Runge–Kutta integration techniques. In the 
XSG environment, a secure communication system is constructed on the basis of the solution of 
the differential equations. After that, the planned communication system is implemented on the FPGA 
board and tested to encrypt images (coloured images). The histogram, entropy and other related security 
analysis factors are calculated and analysed to test the efficiency of the designed system. Six statistical 
methods were employed to provide a high level of image encryption in this work. Findings have shown 
that the proposed system generates (with stable, fast and robust performance) pseudorandom bits that 
can be successfully used to encrypt the data bits. The simulation and FPGA results are in good agreement; 
however, the security analysis factors prove that the system can be successfully adopted for image 
encryption purposes in real-time applications. 

1. INTRODUCTION 

In modern data handling systems, image encryption has gained a highly significant position in maintaining the security and 
privacy of image details. Currently, the world has periodically witnessed some form of cybersecurity threat (cyber attacks). 
To address this problem, some styles of image encryption, such as symmetric encryption, asymmetric encryption, and 
steganography, have been described in the literature. In general, the encryption essentially involves adding an extra file, an 
extra layer, to the original image or data to serve as a protector against any unauthorized access. The more extensive 
encryption method involves converting the data into an unregular form that cannot be easily interpreted. This method of 
encryption is more secure than conventional security approaches, such as passwords or encrypting individual files [1-3]. 

Therefore, research topics related to data security and privacy are currently highly emerging. Chaotic systems are nonlinear 
aperiodic, highly sensitive to initial conditions and system parameters, and random with unpredictable behavior [1]– [5]. On 
the other hand, chaotic nonlinear systems can still be synchronized. These promising features of chaotic systems have pushed 
them in a leading position to be widely used in message encryption to provide secure transmission channels [6]–[10]. 
References [11], [12] have shown that communication systems based on chaotic schemes offer promising features of very 
high speed and robust performance. These findings have also been confirmed by [13]–[15], who mentioned that the features 
gained by applying chaotic systems support high-speed applications of communication systems, such as real-time encryption 
systems. Therefore, the use of chaos phenomena in cryptography algorithms has emerged as a possible solution because of 
its superior properties. 

Moreover, in recent years, many encryption algorithms have been developed, especially those used by researchers for image 
encryption. Two cryptographic phases are employed in [15] to encrypt the image pixels: diffusion for the bit value in phase 
two and scrambling the pixel position in phase one. These two phases are accomplished by employing a new chaotic map 
called Nahrain. Reference [16] applied a Nahrain system using FPGA to encrypt and test colored images. The design and 
implementation of a chaos-based secure substitution permutation network (SPN) are presented, where the proposed 

Mesopotamian journal of Cybersecurity 

Vol.4,No.3, pp. 136–151 

DOI: https://doi.org/10.58496/MJCS/2024/019; ISSN: 2958-6542 

https://mesopotamian.press/journals/index.php/cybersecurity 

 

https://mesopotamian.press
https://orcid.org/orcid=0009-0007-2113-1578
https://orcid.org/0000-0002-8172-9156
https://orcid.org/0000-0003-0540-1957
https://creativecommons.org/licenses/by/4.0/
https://mesopotamian.press/journals/index.php/cybersecurity
https://doi.org/10.58496/MJCS/2024/019
https://mesopotamian.press/journals/index.php/cybersecurity


 

 

137 Alibraheemi et al, Mesopotamian Journal of Cybersecurity Vol.4,No.3, 136–151 

cryptosystem is realized via FPGA and software tools C/C++, Altera Quartus II and ModelSim. A chaotic block cipher was 
used in [17] to encrypt 256 blocks of plain-image bits as part of an image encryption technique. In the hybrid domain, the 
key space of the encryption system can be increased, and as a result, the security level can be increased. In [18], a combination 
of chaotic maps and a linear feedback shift register (LFSR) was introduced to increase the security level. The skew tent map 
with a combination of diffusion and permutation algorithms is used together to produce a robust security system with a large 
key space in [19] for image encryption purposes. In [20], the sum of product (SOP) encryption technique was used on the 
basis of Boolean algebra to quickly encrypt plain images. The combination of an advanced encryption system (AES) and a 
chaotic system was presented in [21], where FPGA implementation of a chaotic-based AES image encryption system was 
carried out via the Verilog hardware description language (HDL) and Xilinx Design Suite. The image encryption technique 
used in [22] is based on the use of 3D different chaotic maps, such as the Henon map, logistic map, Baker map, and cross 
chaos map. 

In addition, a comparative analysis is carried out in this paper. The encryption speed of the image cryptosystems that are 
based on chaos is increased via the use of a dynamic updating lookup table, which effectively reduces the number of iterations 
of the chaotic systems [23]. A combination of a KAA map with multiple chaotic maps was implemented in [24] for colored 
image encryption purposes, where two keys are generated separately via a 2D logistic sine map, linear congruential map, 
tent map and Bernoulli map. Then, the two generated keys are diffused via the KAA map. The authors in [25] used a mix of 
different chaotic maps, such as Tent, Lozi and logistic, to achieve robust and new bit streams that can be adopted in image 
encryption applications. A cryptosystem based on a four-dimensional hyperchaotic system was studied and implemented in 
the MATLAB environment in [13] to encrypt 128x128 colored and grayscale images with satisfactory results. 

In this paper, the design, simulation and FPGA implementation of a cryptography system based on chaos theory are 
presented, where the following list concisely highlights the significance and contributions of this work: 

• The stream cipher cryptosystem was developed on the basis of a three-dimensional chaos system. 

• An adaptive synchronization is designed to provide the necessary synchronization against the channel disturbances. 

• FPGA implementation of the overall cryptosystem is achieved via the PYNQ-Z1 board. 

•  A comparison between the Runge–Kutta and forward Euler integration techniques is performed to address the 
optimal method that uses the least amount of FPGA resources with the same accuracy and performance. 

Section 2 illustrates the chaos-based algorithm used for encrypting the images. This section also includes the numerical 
integration methods used for solving the dynamical system of the chaotic generator with their implementation in the XSG 
environment. The forward Euler method and Runge–Kutta method are both used to solve the ordinary differential equation 
ODE system for comparison purposes. Section 3 presents the results obtained from the XSG environment with the proposed 
system analysis and its performance. FPGA implementation and hardware cosimulation are presented in section 4. Finally, 
section 5 presents the conclusions of this paper. 

2. CHAOS-BASED IMAGE ENCRYPTION ALGORITHM 

The proposed image encryption system is presented in the block diagram shown in Figure (1). 

 

Fig. 1 Image encryption diagram 

The encryption system is based on a Lorenz chaotic oscillator with ordinary initial conditions and system parameters. The 

implementation of the chaotic system is performed via Xilinx system generator blocks, which are configured with 32-bit 

fixed-point data representation. There are two phases with respect to the proposed scheme, where the first phase is the process 

of encryption key generation. On the other hand, (and at the same time, the plain image is converted into a bit stream 

corresponding to the image pixels). The image pixel bit stream is XORed with generated key bits to generate encrypted 

image pixels that are ready to be transmitted over a public unsecure channel. On the receiver side, the process with the 

reverse order takes place to recover the plain image pixels. The following subsections illustrate the full design and 

implementation of the cryptographic system. 
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2.1 Chaos System Mathematical Description 

Mathematically, the chaotic behavior can be obtained by numerically solving the differential equations given in [24]. Those 
differential equations are adopted two times: the first one is for the master subsystem (transmitter), and the second one is for 
the slave subsystem (receiver). The chaotic attractor for the master is represented in equations 1 through 3. 

                                                                      
𝑑𝑥𝑚

𝑑𝑡
= 𝜎(𝑦𝑚 − 𝑥𝑚)                                                                       () 

                                                                    
𝑑𝑦𝑚

𝑑𝑡
= 𝜌𝑥𝑚 − 𝑦𝑚 − 𝑥𝑚𝑧𝑚                                                               () 

                                                                               
𝑑𝑧𝑚

𝑑𝑡
= 𝑥𝑚𝑦𝑚 − 𝛽𝑧𝑚                                                         () 

The chaotic attractor for the slave manipulator is represented in equations 4 through 6. 

                                                                              
𝑑𝑥𝑠

𝑑𝑡
= 𝜎(𝑦𝑠 − 𝑥𝑠)                                   () 

                                                                           
𝑑𝑦𝑠

𝑑𝑡
= 𝜌𝑥𝑠 − 𝑦𝑠 − 𝑥𝑠𝑧𝑠                                      () 

                                                                            
𝑑𝑧𝑠

𝑑𝑡
= 𝑥𝑠𝑦𝑠 − 𝛽𝑧𝑠                                               () 

2.2 Numerical Integration Methods 

Traditionally, nonlinear systems are represented and described by using a set of ODEs. Solving this type of equation requires 
an integration-based process to obtain the solution, and this integration can be written and formulated as the following 
equation in 7. 

                                                                                 𝑦(𝑡) = 𝑦(𝑖) + ∫ 𝑓(𝑥)𝑑𝑥
𝑡

𝑖
𝜋𝑟2                                                        (7) 

where i denotes the initial state of the system and t represents the solution at the required time. Computing the integration of 

the formula in Equation (7) can be analytic, but practically, this approach will be very difficult and unsolvable. The most 

common method used to perform this type of integration is numerical integration, such as the forward Euler and Runge–

Kutta methods. 

2.2.1 Forward Euler Integration Method 

The forward Euler integration method is the simplest first-order method with relatively low accuracy in its computations. 

The general formula for this method is shown in equation 8 [25]. 

                                                                     𝑦𝑡+1 = 𝑦𝑡 + ℎ𝑓(𝑥𝑡 , 𝑦𝑡)     (8) 

where yt+1 is the next time variable value, yt is the current time variable, and f (xt, yt) and h represent the interval of the 

computational time. 

2.2.2 Runge Kutta Integration Method 

This is the most commonly used integration method for solving ordinary differential equations because of its high accuracy 

and high stability. This method requires more computational time. The Runge–Kutta method is formulated and described in 

the following equations in 9 through 13 [26]. 

                                                                     𝑦𝑡+1 = 𝑦𝑡 +
1

6
(𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4)             (9) 

                                                                 𝑘1 = ℎ𝑓(𝑥𝑡 , 𝑦𝑡)      (10) 

                                                            𝑘2 = ℎ𝑓(𝑥𝑡 +
ℎ

2
, 𝑦𝑡 +

𝑘1

2
)                 (11) 
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                                               𝑘3 = ℎ𝑓(𝑥𝑡 +
ℎ

2
, 𝑦𝑡 +

𝑘2

2
)     (12) 

                                             𝑘4 = ℎ𝑓(𝑥𝑡 + ℎ, 𝑦𝑡 + 𝑘3)     (13) 

2.3 Fixed Point Model Implementation 

The overall system implementation is described in this subsection, which is divided into three subsections as follows. 

2.3.1 Transmitter (Master)/Receiver (Slave) Implementation 

The Lorenz chaotic system is designed using the Xilinx system generator XSG with Simulink blocks configured with a 32-

bit data format to construct the transmitter and receiver subsystems. The 32-bit fixed-point XSG model is designed by using 

the Fix32_18 data format, where 1 bit is assigned for a sign, 18 are fractional bits and 13 represent integer bits. The sets of 

equations in 1 and 2 are solved two times to implement the subsystems. The first method uses forward Euler, and the second 

method uses the Runge–Kutta integral method. Two solutions are used in this subsection to design the XSG model for the 

transmitter (master) and receiver (slave) subsystems of the proposed cryptosystem. The XSG model is then used to generate 

the bit file that will be used later to configure the FPGA board. Figure 2 and Figure 3, shown below, illustrate the 32-bit 

fixed-point XSG model for the transmitter and receiver subsystems designed with the forward Euler integration method. 

On the other hand, the chaotic system is implemented via the fourth-order Runge–Kutta integration method with the same 

initial conditions and system parameters to determine the most flexible, efficient, and effective solver method for FPGA. 

Figure 4 illustrates the designed block diagram of the transmitter/receiver subsystems. The design and details of each block 

are described in Figure 5 and 6. Figure 5 describes the XSG blocks of the K units or parameters that are required to calculate 

the estimated signal. However, the estimated signal is calculated on the basis of the precalculated K parameters using the 

XSG blocks, and Figure 6 shows the estimated signal blocks. 

The two subsystems are identical and correspond to the blocks, parameters and other coefficients, but the only difference 

between them is the control signals that appear in the receiver subsystem, which are used mainly to provide the necessary 

synchronization between the two subsystems. 

Fourth-order Runge-Kutta is the widely used integral solver method because of its ease of programming and stability, but 

this method requires more computational time than the forward-Euler method because of its high accuracy with a low 

commutative error level. 

 

Fig. 2.  32-bit Fixed-point Lorenz Attractors Based on the Forward Euler for the Master Subsystem 
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Fig. 3.  32-bit Fixed-point Lorenz Attractors Based on the Forward Euler for the Slave Subsystem 

 

Fig. 4.  32-bit Fixed-point Lorenz Attractors Based on Runge Kutta for the Transmitter/Receiver Subsystem 
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Fig. 5.  XSG unit block diagrams of K1, K2, K3, and K4 

 

Fig. 6.  Estimated signal of the Runge–Kutta method 
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2.3.2 Transmitter/Receiver Subsystem Synchronization 

The synchronization between two components or systems means that the time response (trajectory) of one system or 

component converges to the same time response of the other system. In terms of chaos and nonlinear systems, this fact was 

unapplicable because those chaotic systems are aperiodic and have random and unpredictable behavior. In [6], Pecora and 

Carroll prove that chaotic systems can be synchronized by minimizing the trajectory errors between the master/transmitter 

and the slave/receiver, which can be implemented practically by implementing the dynamic feedback modulation (DFM) 

technique, in which the dynamic error between the two subsystems is dynamically calculated via equations 14 through 16. 

This error should converge to zero after a few milliseconds. 

                                               𝑒𝑥 =
𝑑𝑥𝑚

𝑑𝑡
−

𝑑𝑥𝑚

𝑑𝑡
= 𝜎(𝑦𝑚 − 𝑥𝑚) − 𝜎(𝑦𝑠 − 𝑥𝑠)    (14) 

                                              𝑒𝑦 =
𝑑𝑦𝑚

𝑑𝑡
−

𝑑𝑦𝑠

𝑑𝑡
= (𝜌𝑥𝑚 − 𝑦𝑚 − 𝑥𝑚𝑧𝑚) − (𝜌𝑥𝑠 − 𝑦𝑠 − 𝑥𝑠𝑧𝑠)  (15) 

                                            𝑒𝑧 =
𝑑𝑧𝑚

𝑑𝑡
−

𝑑𝑧𝑠

𝑑𝑡
= (𝑥𝑚𝑦𝑚 − 𝛽𝑧𝑚) − (𝑥𝑠𝑦𝑠 − 𝛽𝑧𝑠)    (16) 

This error value is multiplied by the gain factor (usually 10, 15, 20 or 25), as shown in equations 17 through 19. The error 

signal in each axis is added to the slave subsystem to provide the necessary synchronization. 

                                                                𝑐𝑠𝑥 = 𝐺 ∗ 𝑒𝑥       (17) 

                                                                 𝑐𝑠𝑦 = 𝐺 ∗ 𝑒𝑦                      (18) 

                                                               𝑐𝑠𝑧 = 𝐺 ∗ 𝑒𝑧       (19) 

The system of equations in 4, 5, and 6 will be modified to be the equations in 20 through 22 that will be used through the 

system implementation. Figure 7 below illustrates the implementation of the synchronization circuitry in XSG blocks. 

                                                          
𝑑𝑥𝑠

𝑑𝑡
= (𝑦𝑠 − 𝑥𝑠) + 𝑐𝑠𝑥      () 

                                                          
𝑑𝑦𝑠

𝑑𝑡
= 𝜌𝑥𝑠 − 𝑦𝑠 − 𝑥𝑠𝑧𝑠 + 𝑐𝑠𝑦     (21) 

                                                             
𝑑𝑧𝑠

𝑑𝑡
= 𝑥𝑠𝑦𝑠 − 𝛽𝑧𝑠 + 𝑐𝑠𝑧                    (22) 

 

Fig. 7.  Control subsystem 

2.3.3 Preprocessing and Postprocessing 

Figure 8, shown below, illustrates the preprocessing subsystem, which consists of MATLAB/Simulink blocks: Matrix 

Transpose, Reshape, to frame, and Unbuffer. The combination of these blocks is used to convert the image matrix into serial 
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samples, each of which contains 8 bits, as a prior stage for encryption. These parallel bits (samples) are then converted into 

a serial bit stream via parallel-to-serial conversion to encrypt the theme via the XOR operation with the x-dynamics of the 

chaotic system. 

On the other hand, Figure 9 shows the block combination that constructs the postprocessing subsystem that operates in 

reverse mode to the preprocessing subsystem, where the serial bits are combined together to form serial samples each of 8 

bits by means of serial to parallel conversion. These serial samples are then combined to construct the image matrix again. 

The postprocessing subsystem consists of Buffer, Reshape, Matrix Transpose, and Unit8 MATLAB/Simulink blocks. 

 

Fig. 8 Preprocessing XSG blocks 

 

Fig. 9.  XSG block postprocessing 

2.3.4 Overall System Implementation 

The overall encryption system is presented in Figure 10 and Figure 11. However, Figure 10 shows the implementation using 

the forward-Euler integration method, whereas Figure 11 shows the Runge–Kutta integration method implementation. The 

three subsystems are clearly presented in the figures below. The image can be called from any location from the PC by using 

the MATLAB/Simulink block (image from the file). Then, the image matrix is converted into serial samples of data, which 

enter the XSG domain by using a gateway in the block. Image binary bits are encrypted via the XOR operation with X 

chaotic dynamics at the transmitter system. On the other hand, the receiver reverses the operations to recover the original 

image matrix bits, as shown in Figures 10 and 11 [27][28] [29][30]. 

 

Fig. 10. General XSG block diagram of the proposed image cryptosystem-based on the Euler method 

 

Fig. 11. General XSG block diagram of the proposed image cryptosystem-based on the Runge–Kutta method 
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3. RESULTS AND DISCUSSION 

The dynamic behavior of the master and slave subsystems is approximately identical (using both integration methods) 

because the dynamic feedback modulation (DFM) technique provides the necessary synchronization. Figure 12 shows the 

dynamic behavior of the three components (x, y, and z) for both the master and slave (both of them have identical time 

responses). Figure 13 compares the X dynamics of the master and slave manipulators. The X-master dynamics are presented 

in black, whereas the X-slave dynamics are presented in blue. Figure 13 proved that the two dynamics are synchronized and 

can be used for data encryption. The X dynamics of the two subsystems are adopted for generating pseudorandom bits that 

are used to encrypt the data bits via the XOR operation [31][32]. 

 

Fig. 12. X, Y, and Z Dynamical Behavior of the Master System 

 

Fig. 13. X-Dynamics of Master and Slave 

Figure 14 depicts the 3D plot for the Lorenz trajectory. The left trajectory is solved via the forward Euler integration method, 

whereas the right trajectory is solved via the Runge–Kutta method. Since the two trajectories are approximately identical, 

both integration methods are suitable for solving the nonlinear systems described via ODEs [33]. 
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Fig. 14. 3D Lorenz trajectories obtained via the forward Euler and Runge–Kutta methods 

The proposed encryption system is tested and tested via different image sizes, where it shows stable, fast and robust 

performance. Figure 15 shows the different sizes of colored plain images used to test the proposed cryptosystem. The plain-

colored images are first converted into binary form, and then the binary data are XORed with X-dynamics in the master 

subsystem to obtain the encrypted images. On the other hand, the encrypted image is converted back into a plain image at 

the slave subsystem via identical X-dynamics with the XOR operation, as shown in Fig. 15 above. The security analysis of 

the proposed cryptographic system and the encrypted images is performed by using six statistical methods, which are as 

follows: image histogram, peak signal-to-noise ratio (PSNR), entropy, correlation, number of pixels change rates (NPCRs), 

and unified averaged changed intensity UACI. 

3.1 Histogram analysis 

A histogram is a graphical view that shows the level of the image data distribution. Once the histogram levels of the plain 

and encrypted images significantly differ, the encrypted images do not present any evidence or valid information for the 

attacker to perform any statistical attacks on the cryptographic systems. The histogram levels of the plain and encrypted 

images are presented in Figure 15 above for the proposed cryptographic system. As indicated by the distribution levels, there 

is a significant difference between the plain and encrypted image histograms, which indicates that the attacker will not be 

able to start any statistical-based attacks because there are no valid statistical data in the encrypted images. 

 

Fig. 15.  Plain images, encrypted images, and histogram analysis 
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3.2 Peak signal-to-noise ratio (PSNR) and mean square error (MSE) 

The mean square error (MSE) and peak-to-signal ratio (PSNR) tests are carried out in this subsection. The MSE test measures 

the difference between two input images, where higher MSE values indicate that the images are highly different, whereas a 

zero MSE value indicates that the two images are identical. On the other hand, the PSNR test measures the peak signal-to-

noise ratio of two images, which reflects the quality of the images; a higher PSNR indicates higher-quality images. The MSE 

and PSNR can be calculated via the formulas given in 23 & 24. 

                                    𝑀𝑆𝐸 =
∑ 𝐼1(𝑖,𝑗)𝑖,𝑗 −𝐼2(𝑖,𝑗)

𝑚∗𝑛
                                   (23) 

                                       𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔
𝑅2

𝑀𝑆𝐸
                                        (24) 

Table I shows the PSNR and MSE comparisons between the original image, ciphered image and recovered image of different 

sizes. The PSNR and MSE values between the original images and the recovered images indicate that the two images are 

identical. On the other hand, the comparison of the MSE and PSNR values between the ciphered and original images indicates 

that the images are significantly different, with a high level of error between them, which means that the proposed 

cryptosystem is significantly strong against statistical attacks. 

TABLE I.  TABLE I PSNRS AND MSES OF THE PROPOSED CRYPTOSYSTEM 

Image Size 
Cipher Image Recovered Image 

PSNR MSE PSNR MSE 

256 x 256 10.0333 6.4529 e+03 Inf 0 

64 x 64 6.2132 1.5551 e+04 Inf 0 

128 x 128 8.6375 8.8988 e+03 Inf 0 

176 x 144 12.0749 4.0327 e+03 Inf 0 

3.3 Adjacent Pixel Correlation Coefficients 

The correlation coefficient is a mathematical technique that is used to compute how two factors are related. In terms of image 

processing, if the correlation coefficient values of two images reach or approach zero, the correlation of neighboring pixels 

in the plain image and ciphered image can be neglected and removed, and as a result, the statistical attack will be restrained. 

The correlation coefficient of two matrices can be calculated via the formula 25 shown below. The correlation coefficients 

between the plain image and the ciphered images (with different sizes) are calculated and presented in Table II below. 

                                                          𝑟 =
∑ ∑ (𝐴𝑚𝑛−�̅�)(𝐵𝑚𝑛−�̅�)𝑛𝑚

√(𝐴𝑚𝑛−�̅�)2 ∑ ∑ (𝐵𝑚𝑛−�̅�)2
𝑛𝑚

     (25) 

TABLE II CORRELATION COEFFICIENTS 

Image Size Colour Layer Correlation 

256x256 

Red -0.006 

Green -0.006 

Blue -0.006 

64x64 

Red 0.006 

Green 0.006 

Blue 0.006 

128x128 

Red -0.0447 

Green -0.0447 

Blue -0.0447 

176x144 

Red 0.0536 

Green 0.0536 

Blue 0.0536 

3.4 Entropy 

The entropy is a measure of information content and can be explicated as the average of the uncertainty of the source of 

the information. The image entropy can be calculated via the formula presented in 26. The image entropy of the proposed 

cryptosystem is calculated and presented in Table 3 for different image sizes and for the three-color layers [34]. 

                                                  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑠) = ∑ 𝑃(𝑠𝑖) × log2
1

𝑃(𝑠𝑖)
2𝑁−1
𝑛=0                    (26)   
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where P(s) represents the probability of the symbol si. N denotes the number of bits. 

3.5 Number of Pixel Change Rate NPCRs 

With respect to differential attacks, the number of pixels changed rate (NPCR) and the unified average change intensity 

(UACI) are the two most common factors used to estimate the robustness and strength of the image-based cryptosystem or 

algorithm. Higher UACI and NPCR values indicate higher system resistance and strength against differential attacks. The 

NPCR quantity can be calculated via the formula in 27. It is clear that the NPCR quantity is concentrated on the absolute 

number of pixels whose value changes during the attack. The results of the NPCRs of different image sizes and different 

channels are presented in Table 3, which shows that the system is robust against differential attacks [35] [15]. 

                                     𝑁𝑃𝐶𝑅 =
∑ ∑ 𝐷(𝑖,𝑗)𝑁

𝑗=1
𝑀
𝑖=1

𝑀∗𝑁
∗ 100%                             (27) 

𝐷(𝑖, 𝑗) = [
1, 𝐶1(𝑖, 𝑗) ≠ 𝐶2(𝑖, 𝑗)

0, 𝐶1(𝑖, 𝑗) = 𝐶2(𝑖, 𝑗)
   

3.6 Unified Averaged Changed Intensity UAIC 

The UACI quantity can be calculated via the formula in 28, where this quantity is highly concentrated on the average 

differences between two images. Table III below shows the UACI values for different image sizes and for the three color 

channels [35]. 

                                                                          𝑈𝐴𝐶𝐼 =
∑ ∑ |𝐶1(𝑖,𝑗)−𝐶2(𝑖,𝑗)|𝑁

𝑗=1
𝑀
𝑖=1

255∗𝑀∗𝑁
∗ 100%                  (28) 

TABLE III ENTROPY, NPCR, AND UACI RESULTS 

Image Size Colour Layer Entropy NPCR UACI 

256x256 

Red 7.8138 99.52 41.5 

Green 7.7266 99.19 17.19 

Blue 7.5924 99.15 13.81 

64x64 

Red 7.5898 98.71 11.2 

Green 7.3368 98.46 18.2 

Blue 6.7945 96.39 24.4 

128x128 

Red 7.7498 98.46 27.4 

Green 7.7584 98.85 49.7 

Blue 7.8446 99.14 44.2 

176x144 

Red 7.6641 98.99 55.7 

Green 7.3966 98.73 25 

Blue 7.4762 98.79 46.1 

3.7 Key space 

One of the main aspects related to data security and cryptosystem design is the cryptographic system key space. 

Cryptosystems with relatively large keys can provide more secure data that are stronger and more robust against brute force 

attacks. The proposed image encryption system has six secret keys represented by the initial value of the chaos system (xo, 

yo, zo) as well as the system parameters (β, ρ, σ). The chaotic parameters and the initial states require 32 bits to represent 

them; hence, the key space of the proposed system is (232)6=2192. Therefore, this key space is suitable for image encryption 

and effective against brute force attacks since it is greater than 2100 [36]. Table IV shows a comparison between the proposed 

system and a traditional cryptosystem that is widely used with respect to system key space. 

TABLE IV KEY SPACE COMPARISON 

Encryption Algorithm Key space 

Proposed System 2192 

Reference [39] 245 

Reference [40] 2199 

Reference [41] 2203 

Reference [42] 2149 

Reference [43] 2200 
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4. FPGA IMPLEMENTATION AND HARDWARE COSIMULATION  

The system generator is used throughout this paper to obtain the VHDL code for the chaos system generator. The obtained 

code is then used to configure the FPGA PYNQ-Z1 evolution board. The dynamical equations of the chaotic system are 

solved two times: the first with the forward Euler integration method and the second with the Runge–Kutta integration 

method. The purpose of this is to determine a method that uses a small amount of FPGA board resources. Figure 16 depicts 

the FPGA implementation via both methods, where the colored image is called from its location on the PC, which is 

converted into serial samples that are sent to the FPGA board through the JTAG link for encryption purposes. The ciphered 

image is then sent back to the PC to display it, as shown in figure 16. 

 
Fig. 16.  Real-time hardware cosimulation of image encryption cryptography 

Table V shows the FPGA board utilization lists for the Runge–Kutta method and forward Euler method. From the table, it 

is clear that the Runge–Kutta method consumes more resources than the Euler method does because of its repetition behavior 

during the solution of the dynamical system [44][45]. Finally, the outputs from MATLAB/Simulink and the FPGA board 

are clearly identical, which proves that the real-time encryption system operates normally and can be used for real-time 

applications such as wireless sensor networks (WSNs). 

TABLE V FPGA RESOURCES UTILIZED WITH THE RUNGE KUTTA METHOD VS. THE FORWARD EULER METHOD 

Resource Available 
Runge Kutta Forward Euler 

Utilization Utilization % Utilization Utilization % 

Look Up Table (LUT) 53200 5470 10.28 2047 3.85 

Look Up Table RAM (LUTRAM) 17400 1 0.01 1 0.01 

Flip Flops (FF) 106400 1857 1.75 1472 1.38 

Block RAM (BRAM) 140 2 1.43 2 1.43 

Digital Signal Processing (DSP) 220 144 65.45 36 16.36 

Input Output (IO) 125 1 0.80 1 0.80 

Global Buffer (BUFG) 32 4 12.50 4 12.50 

Mixed Mode Clock Manager (MMCM) 4 1 25.00 1 25.00 
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5. CONCLUSION  

In this paper, the design and implementation of a cryptographic system based on a Lorenz chaotic attractor for colored image 

encryption/decryption are carried out. It can be concluded that (in this field of research), it is worth solving the nonlinear 

equations of the Lorenz attractor by using the forward Euler and Runge–Kutta methods. As a deduction, this analysis facility 

provides a promising opportunity in simulating and practical implementing the proposed cryptographic system for colored 

images. However, the Runge–Kutta integration approach adds some form of limitation to the practical analysis method, 

where it consumes more resources from the FPGA board, causing a considerable amount of timing delay in the 

encryption/decryption processes. Nevertheless, the results of the simulation and real-time implementation (by the PYNQ-Z1 

FPGA evolution board and the PC with the JTAG communication link) show good agreement and appear to be more accurate 

when the adopted approach is applied. The outcomes are confident and verified by the system testing results, which show 

highly accepted behavior for different image sizes (256×256, 64×64, 128×128, and 176×144 pixels). Overall, it can also be 

deduced that the cryptographic system used in this study has the ability to be used for real-time applications such as WSNs, 

and it is also suitable for current applications because it provides a throughput close to 200 Mb/s. 
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