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A B S T R A C T  
 

Many methods have been used to build intrusion detection systems based on the intended aim to be 
achieved in with the selected method. The hybrid methods (more than one method) usually give better 
results and accuracy. The recent developments and popularisation of network & information technologies 
have necessitated the need for network information security. Human-based smart intrusion detection 
systems (IDSs) are built with the capability to either warn or intercept network intrusion; this is not 
possible with conventional network security systems. However, most information security studies have 
focused on the improvement of the effectiveness of smart network IDSs. This study used the TLBO 
algorithm as a feature selection algorithm to choose the best subset features and the SVM classifier to 
classify the packet if it is an intrusion or a normal packet. Two machine learning datasets were used to 
test the proposed algo; the results show that the proposed algorithm performs better than many of the 
existing works in IDS. 

  
 

 

1. INTRODUCTION 

Cyber-attack refers to the deliberate alteration, disruption, destruction, deception, and degrading of computer networks or 
systems by an intruder over a sustained period [1, 2]. For the accurate detection of network attacks, several approaches have 
been developed with the aim of detecting, preventing, and reducing cyber-attack-related damages to computer 
systems/networks [3]. Such methods include the use of firewalls, intrusion detection systems (ISD) and intrusion prevention 
systems (IPS). Cyber-attacks can be launched in several ways; however, system and network intrusions remain the 
commonest forms of cyber-attack [4]. Regarding IDS, they are either hardware or software systems that can monitor and 
detect network intrusions in real time to prevent network exploitation [5]. The financial implication of cyber-attacks on U.S. 
organisations has been quantified in many studies [6]. Research also indicated that cyber-attacks were increasing in frequency 
and complexity, growing by 11% between 2012 and 2013 in U.K. small businesses [7] and from 1,334 incidents in 1993 to 
137,529 incidents in 2003[8], resulting in a need for improved defence mechanisms [9]. Increased dependence on 
information across countries, organisations, and the military is a reason given for the need for improved methods of blocking 
cyber-attacks [10]. This dependence on information increases the overall value to the organisation . Being that organisations 
mostly rely on information, it has become necessary to ensure adequate security of such information for the safety of society 
and the economy [11]. Both network and system intrusions are greatly increasing in complexity and frequency at the same 
time. Before now, network attacks were targeted at just a single system component, but today, network attacks involve 
several techniques to target numerous segments of the network [12]. For instance, the viruses available today are more 
complicated when compared to those of the early years of computing; this has increased the challenges related to detecting 
and eliminating such viruses from computer systems [13]. A prominent example of the increased complexity of multi-layered 
approach cyberattacks is the 2010 Stuxnet attack at a nuclear fuel processing plant in Iran which was targeted against the 
industrial control systems. IDS is a commonly used method to prevent or reduce cyber-attacks; they may require time to 
efficiently identify an attack, starting from when the attack was launched  
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to its recognition (this period is called the detection latency). This speed of detection, called the detection latency, is a severe 
challenge in IDS design [5] because if the latency is significant, it could provide attackers with ample time to cause much 
damage to the system even before detecting their presence. Hence, it is desired that IDS exhibit faster latency and increased 
sensitivity to ensure real-time attack detection. Such increased sensitivity would ensure faster cyber-attacks detection. A 
research gap exists regarding information showing if cyber-attack-related damage is more significant to the existing IDS 
latency than those with lower latency. This study aims to speed up the detection time (minimise latency). 

2. BACKGROUND OF THE STUDY 

      Cyber-attacks present a two-part problem as they are being launched more frequently, and their design is becoming more 

sophisticated. To date, research into cyber-attacks has identified that cyber-attacks are increasing in frequency and, at the 

same time, in complexity[14]. These cyber-attacks are intentionally designed to do the most significant possible damage to 

the victim organisation [15]. if latency is correlated with cyber-attack damage. If this is the case, a reduction in latency could 

yield a reduction in attack damage. Seminal research in cyber-attacks includes research by Dorothy Denning: An Intrusion-

Detection Model[16]. This was one of the first models developed for IDS systems and included extensive descriptions of 

attack types and terminology used in describing cyber-attacks. Intrusion Detection Systems: A Survey and Taxonomy [17] 

are widely cited in the scholarly literature as it contained an early taxonomy for IDS systems that were being utilised at the 

time and also outlined areas for future research into IDS systems. Several theories are associated with cyber-attacks and 

intrusion detection systems. 

3.     PROBLEM STATEMENT 

      Several types of latency can affect intrusion detection systems. Network latency is defined as the delay from the initial 

transmission of the packet header at the source to the reception of the end of the packet at the destination[18].This 

encompasses the very first part of a transmission until the very end of the transmission. It indicates how long it takes to 

transmit information between two locations and is a measure of that delay. In contrast, latency period, or detection latency 

as used in this research, is a measure of the time between when an attack starts and the system's detection of the event. A 

third latency factor is the period between the start of the attack and the start of corrective action by system administrators . 

All three of these latency factors can increase in duration as network traffic increases and the workload approaches a 

saturation point[19]. Detection latency is seldom used for measuring IDS systems but is important to study. A goal used in 

past research and IDS development was a 100% detection rate. However, a need is being recognised to reduce the amount 

of time that it takes to detect intruders to limit the amount of potential damage done. Detection latency is critical and should 

be developed as a key metric[20]. This identified need is the basis for the research in this dissertation. One technology used 

to handle bursts of network activity is to add the ability to store traffic data and delay the processing of it until later. These 

storage IDSs can delay checks until the devices are less busy or idle, with a tradeoff of more extended detection latency [ 

21].With storage-based IDS systems, one option is to use a pull-based approach where information is downloaded at specific 

intervals. If these intervals are close together, detection processing increases and latency may be reduced, but the latency 

increases if the intervals are lengthened [22]. A limitation of this approach is that attackers have a longer time to work before 

being detected.  

4. CLASSIFICATION PROCESS 

   Classification is an essential step in the proposed technique; it is executed in two phases to achieve precision, accuracy, 

and faster classification. Hence, the procedure is facilitated by completing further analyses only when the network is under 

active attack. The proposed approach combines two major classification methods (RF & PART). Figure 1 presents the central 

concept of this stage and how the classification process is analyzed. Breiman [11] presented RF as a cooperative learning 

technique that produces different classifiers & summarizes the outcomes. Additionally, it is executable via two major 

procedures (boosting and bagging) if needed to perform the prediction and classification tasks [10]. 
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Fig.1. Classification Process 

     In boosting, additional weights are assigned by the succeeding trees to wrongly classified instances during initial trials; 

the weighted score for classification task is calculated at the end. Contrarily, in bagging, there is no relationship between the 

succeeding trees and the previous ones; each tree is grown using a bootstrap sample. Classification is achieved using the 

majority score split concept (Liaw & Wiener 2002); the RF grows numerous trees, each producing a classification and each 

class is assigned a specific score. Hence, the forest portrays the classification with the maximum score. The term was coined 

from the random DF employed by Tin (1995). Random forest (RF) combines tree predictors in a manner that each tree is 

dependent on the values of a random vector sampled independently; all the trees in the forest have the same distribution. The 

classification error of tree classifiers mainly comes from the score of each tree in the forest and the inter-dependence among 

them. The RF process in this study initiates with the creation of numerous trees; it introduces randomness into trees such that 

the correlation between the trees is minimized. The formation of each tree in the collection begins with the random selection 

of a small group of the input characteristics to split at each node, followed by calculating the best split based on the training 

set features. A two-step randomization technique will be used in the splitting process; initially, a bootstrap sample is used to 

grow the tree before introducing another randomization stage using a random feature selection technique. In a summary, we 

will randomly select a subset of m-tries at each tree node rather than splitting the tree node using all features of k, where m 

∈ [1,k] for node splitting. The concept is re-sampling the training data set with replacement upon building a tree. Studies 

have investigated the consistency of RF in setting conditional quantile prediction [45]. The RF procedure begins with a new 

random vector n creation for each nth tree independent of the previous random vectors θ1,θ2.... It is generated from the same 

distribution; a tree is grown based on the training set θn. As a result, the tree organization of RF is dependent on the classifiers 

{h(X,θn,n = 1,2,3}, where {θn} represent the random vectors. A score is assigned to each tree as earlier described. For a 

network under attack, the partial decision tree PART [26][17] method will be employed for the classification task owing to 

its numerous advantages over the other techniques. The network will be labelled with the type of attack so that the process 

will be performed faster than RF. PART algorithm was employed in this study instead of RF because it is a rule-based 

method and does not need to reach global optimization to achieve accurate results; again, this will improve the speed of the 

classification process. PART can label new occurrences in a faster way with good level of accuracy and precision. 

Furthermore, PART relies on the divide-and-rule approach; hence, its covered alternatives are eliminated once a rule is 

constructed. It keeps repeated the rule creation process for the remaining instances all the possible outcomes are executed. 

This implies that creating a single rule requires building a pruned DT for the current cases set. Consequently, the leaf with 

the highest coverage will be transformed into a rule, and the tree will be discarded later. 

The notion of persistently building DT that the majority will be rejected in PART seems not as unusual as it portrays. A rule 

can be obtained by employing a pruned tree instead of incrementally building it via step-wise addition of combinations. 

PART can avoid the issue of over-pruning of the rule learner-divide-and-rule concept [33]. The execution speed of the model 

is significantly improved; the basic idea is to build a partial DT rather than a fully explored DT. A partial DT is a regular DT 

that builds divisions to unknown sub-trees. Upon building a partial tree, a single rule is generated based on that tree [43]. 

The aim is to establish the ultimate general rule via selecting the leaf that covers the maximum number of instances or the 

leaf with the least error rate. 
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5. RESULTS AND DISCUSSION             

  The parameter settings for the simulation model are shown in Table I.  

TABLE I. PARAMETER SETTINGS 

Parameter  Value  

Population size 20 

Number of generations  40 

Crossover type Half-uniform  

Mutation type  Bit-flip  

Size of training data 30% (Random) 

Size of testing data  100% (Full dataset)  

 

Tables 4 and 5 present the accuracy results for both datasets, respectively. The accuracy result of the KDDCUP99 dataset is 

presented in Table II. 

 

TABLE II. ACCURACY RESULT OF THE KDDCUP99 DATASET 

Classifier TLBO 

LR No. of features Accuracy 

3 0.995 

  

Total time 12.2512 

SVM 3 0.995 

6 1.00 

  

Total time 2382.3301 

ELM 3 0.97 

4 0.99 

5 0.995 

8 1.00 

Total time 4.0717 

 

As seen in Table 4, For each ML, the number of features, the accuracy, and the execution time were calculated. The numbers 
in red are the best results for TLBO. TLBO consistently presents better accuracies than other algorithms using the three ML 
techniques and better time accuracy using LR and SVM ML techniques. However, TLBO exhibits a better execution time 
with ELM. The results of the CICIDS2017 dataset are presented in Table III. 

   On the CICIDS 2017 dataset, TLBO consistently shows good accuracy using the three ML techniques. matrix for the best 
accuracy from the application of ITLBO to the KDDCUP99 dataset (Table IV). Table V shows the confusion matrix for the 
CICIDS dataset. 
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TABLE III. ACCURACY RESULT OF THE CICIDS 2017 DATASET 

Classifier TLBO 

LR No. of features Accuracy 

14 0.94 

15 0.965 

27 0.97 

  

  

Total time 33.06 

SVM 24 0.84 

26 0.92 

  

Total time 4161.3924 

ELM 13 0.86 

15 0.885 

16 0.905 

19 0.91 

20 0.92 

Total time 3.4071 

 

TABLE IV. KDDCUP99 CONFUSION MATRIX 

 Predicted 

intrusion 

Predicted 

normal 

Actual 

intrusion 

3,923,506 2,144 

Actual normal 83 972,698 

  

TABLE V CICIDS DATASET CONFUSION MATRIX 

 Predicted 

normal  

Predicted 

intrusion  

Actual normal 2,606,223 25,402 

Actual 

intrusion 

58,719 367,159 
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TABLE VI.  RESULTS  

 KDDCUP99 CICIDS2017 

Detection rate 0.9995 0.99 

Error rate 0.0045 0.027 

FPR 0.000085 0.13 

FNR 0.00054 0.0096 

TPR 0.999 0.99 

Precision 0.9995 0.99 

F-measure  0.998 0.99 
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