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A B S T R A C T 

 
In today's digital era, cybersecurity has become a principal concern because of the increasing frequency 

and advancement of cyber threats. This study explores machine learning models for detecting and 

predicting anomalies in cybersecurity datasets. The research evaluates models such as linear regression, 

decision tree, RF, gradient boosting, KNN, SVR, LSTM, and neural networks utilizing performance 

metrics such as accuracy, MAE and MSE. A hybrid model that integrates different learning strategies is 

additionally proposed to improve the predictive accuracy and strength. The results highlight the 

superiority of ensemble approaches, especially the hybrid model, in improving peculiarity detection 

capabilities. The comparative analysis demonstrates that traditional models struggle with nonlinear 

patterns, whereas hybrid approaches successfully relieve this limitation. Moreover, this study emphasizes 

the importance of temporal data analysis for proactive threat detection and response. By leveraging 

diverse machine learning methods, this research contributes to strengthening cybersecurity 

infrastructures, enabling early threat detection, and minimizing security breaches. These discoveries 

emphasize the importance of adopting a comprehensive machine learning system to support 

cybersecurity resilience. 

1. INTRODUCTION 

In our current period, technology has become a fundamental part of our daily lives, entering all areas that require individual 
work. In light of this advanced development, numerous fast challenges are utilized due to numerous challenges within the 
field of cybersecurity, where security dangers are continually expanding in an undesirable way. These dangers are not only 
coordinated with people but also include enormous places and piles, which undermines digital neuroscience in common. 
Owing to this otherworldliness, it has become necessary to search for successful methods for all types and predict them, as 
well as to protect many people [1][2]. Among the tools and procedures that work within the field of smart cyber devices are 
technological learning strategies, which are mostly composed of artificial intelligence [3]. Enchanted learning could be a 
subfield of artificial intelligence that enables systems to learn from data and start without being required for old programming 
[4]. Over the years, many scientific models have been utilized within the field of cybernetics, such as linear regression [5], 
SVM [6], random trees [7], neural networks [8], independent trees [9], and other discoveries based on the analysis of new 
data and temporal data [10]. 
The time period (time series data) is one of the most utilized types of information within the analysis of data that talks over 
time [11]. In cyber, your data are the anomalous exercises of specialized networks within the legislative or official authority 
[12]. By applying magic information techniques to these data, threat prediction frameworks can predict the final result [13]. 
In any case, although this field is exceptionally promising, many challenges confront learning magic applications in this 
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field, including its differing qualities [14], the nearness of noise within the data [15], and the importance of speed of detection 
and response [16]. 
Given the various studies in this area, different methods, such as linear regression [5], neural networks [8], SVM [6], RF [7], 
and autonomous trees (decision trees) [9], may lead to the capacity to belittle prior to some time. In any case, these 
correlations vary in terms of increasing differences with the differences in information, as a few relationships, such as 
arbitrary alliances and neural networks, may be more exact in complex or high-resolution data, whereas models such as 
linear regression can be more precise and quicker to execute but may struggle to handle nonlinear connections between 
investments [17] [18]. In this context, hybrid results or the merging of more than one machine learning model may be a 
compelling way to improve performance and increase the accuracy of predictions. Merging correlations can provide a central 
solution between high execution and exactness and can address diverse factors in the data [19] [20]. The utilization of 
temporal data in these advancements requires progressed techniques, such as worldly developments (temporal models), that 
offer assistance in predicting the future on the basis of historical data [21] [2]. 
Digital checking with the prediction of cyber occasions is one of the foremost important ranges in this field. These 
relationships are expected to be calculators for planning at extraordinary limits, allowing security agencies to respond quickly 
to computer and electronics harm [23]. However, it is completely within the capacity to apply these studies in commonsense 
advancement, which makes research on this topic highly important for protecting social security[24][62]. 
Electronics that depend on intelligent learning to detect dozens of cyber advancements are expected to be created 
significantly, and these electronics are expected to attract interest in an essential portion of the future cyber differing qualities 
[25]. Modern technologies can learn to increase the capacity of organizations to monitor their networks and detect any 
abnormal movement speedier and more successfully [26]. In any case, to ensure the viability of these electronics, more 
models have to be included in the development of new models for progressive trends that utilize methods such as learning 
(deep learning) [27], creative learning (reinforcement learning) [28], and other advancements that can lead to significant 
improvements in the field of cyber law. This research aims to study and analyse a set of learning models for predicting cyber 
dangers via spatial data [29]. The performances of diverse correlations, such as linear regression [5], SVM [6], RF [7], 
different trees (decision trees) [9], and KNN [30], are compared via exact criteria such as the mean supreme error (MAE) 
and mean square error (MSE) [31]. By determining this initial point, the optimal model will be accessible for analysing 
temporal data and predicting future targets, increasing the effectiveness of cybersecurity. In common, through this research, 
we have been working to determine how enhancement learning techniques can be connected in cyberspace, and through this 
comparison, we can decide the most reasonable model for analysing temporal data and predicting future attacks, which 
contributes to improving the viability of cybersecurity systems. Generally, this research contributes to a more profound 
understanding of how machine learning techniques can be connected in cybersecurity and provides a viable way to 
distinguish and respond to assaults utilizing worldly information[32][63]. 
 

2. RELATED WORK  

In recent years, machine learning methods have essentially been created and have become major tools within the field of 
cybersecurity. Predicting temporal patterns in data is one of the foremost imperative applications that has attracted the 
attention of researchers. Many of these applications depend on the use of machine learning models to analyse historical data 
and predict the long-term behavior of cyber events. 
In this setting, numerous models have been utilized in time prediction, such as linear regression, decision trees, RF, and 
methods such as slope boosting and neural networks [33][34]. Studies have shown that traditional models such as linear 
regression can be compelling in some basic cases, but these models typically suffer from failure in dealing with complex 
connections in data. In this manner, the use of decision trees has spread, which tends to supply more accurate solutions within 
the case of nonlinear data. In any case, these models confront the problem of overfitting when utilized on large or complex 
datasets, which has led researchers to utilize more advanced methods such as RF [35][36]. 
RFs are among the foremost effective methods for classification and prediction, as they create several few tree models and 
combine them to obtain accurate predictions [37]. 
In expansion, progressive boosting could be an effective model for complex predictions. This model depends on improving 
the performance of the fundamental model by creating several powerless models and combining them to improve the results 
[38][39]. Additionally, methods such as SVMs have been demonstrated to be effective in data classification and attack 
networks [40]. 
Although these methods yield excellent results in some applications, they may be ineffectual in the case of exceptionally 
large amounts of data or high-dimensional data. Hence, researchers have begun to utilize deep neural networks (profound 
learning) and LSTM models to improve prediction results in these cases [41][42]. These models are more complex in terms 
of the preparation and resources needed, but they yield precise results when dealing with complex data. 
Moreover, some studies have shown that methods such as KNN can be effective in predicting cyber-attacks by distinguishing 
between typical and atypical patterns in networks [43]. In any case, they may have difficulty managing data that contain 
considerable noise or unsettling influences within the data. 
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Another viewpoint that has tended to be the use of time series analysis methods such as the ARIMA model, which is utilized 
to predict data that show steady patterns over time. Although this model has shown effectiveness in managing some basic 
temporal patterns, it may have trouble managing data that change quickly or contain complex changes [44]. 
These advances in models have led to modern patterns in which several methods are combined to improve execution. For 
example, RFs have been combined with neural networks to obtain more accurate predictions in cybersecurity applications. 
Some researchers have also begun to join support learning methods as a portion of their time expectation techniques for 
cyber events [46][47]. In addition, the greatest challenge in this field remains determining the foremost suitable model for 
each type of data or each type of attack. Studies have subsequently begun to focus more on conducting comprehensive 
comparisons between different models to distinguish the inconspicuous differences in the performance of each model on the 
basis of the characteristics of the data examined [48][61]. 
 

3. DATA AND METHODOLOGY  

3.1 Data 

The Malware dataset utilized in this study comprises a collection of data samples representing different types of malware 
and benign software. These datasets are fundamental in cybersecurity research, enabling the distinguishing proof, 
classification, and prediction of noxious software behaviors. Ordinarily, these datasets incorporate both static and dynamic 
highlights such as file properties, execution follows, network behavior, and system alterations made by the malware amid its 
runtime. 
One of the foremost broadly utilized malware datasets is the CICIDS Malware dataset, which incorporates data collected 
from different simulated network attacks and real-world malware occurrences. This dataset provides information on the 
system and organizing execution, as well as the behavior of malware, encouraging the detection of irregular exercises and 

malicious patterns [49]. Moreover, Kaggle provides assorted malware datasets, counting labelled data that help in preparing 
and assessing machine learning models for malware detection [50][51]. 
The features included in these datasets extend from fundamental file attributes, such as record size, type, and hash values, to 
more complex dynamic attributes, such as system calls, memory utilization, and behavior preparation [52]. These features 
are significant for training machine learning models to distinguish between benign and noxious activities. The information 
preprocessing steps, including feature extraction and normalization, are crucial for increasing the accuracy of the models 
prepared on these datasets. 
By leveraging these datasets, machine learning models can be created to classify malware precisely, detect modern variations, 
and predict potential future attacks, thereby improving the by and large-cybersecurity infrastructure [53]. As cyber dangers 
advance, persistent updating and extension of malware datasets remain important for maintaining strong detection systems 
[54]. 
Figure 1. Show the time series of the data. 
 

 

Fig. 1.  Time series of the data. 

3.2 Preprocessing 

The process starts with the data era or importing real data into the system. Next, the data are preprocessed, which includes 
transforming it into a usable organ for machine learning models. This may include creating slacked features, which allow 
the models to memorize from past values to predict future values. 
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Once the data are preprocessed, another step is to partition the data into training and testing sets. In general, 80% of the data 
are utilized for training the models, whereas 20% are kept aside for testing the model performance. 
In the model initialization process, various machine learning models are set up for the errand. These models may include 
direct regression, decision trees, R F, gradient boosting, KNN, SVR, LSTM, neural networks and hybrid models. After the 
models are initialized, they are prepared utilizing the training set. During this step, the machine learning algorithms learn 
from the data. 
Once the models are trained, they are evaluated via performance metrics such as the MAE and MSE. These metrics offer 
assistance in surveying how well the models have learned from the data. 
After evaluation, the models are utilized to predict future values on the test set. This permits one to see how well the models 
can generalize and make predictions on concealed data. 
Another step is to compare the results. This includes comparing the predicted values with the actual values via the same 
execution metrics, namely, the MAE and MSE, to determine which model performs the best. 
Visualization is an imperative portion of the method, where the anticipated values are plotted against the real values. This 
permits a visual comparison and reveals how closely the model predictions adjust with reality. 
Finally, after all the models have been compared and assessed, you come to the conclusion, where you select the model that 
performs the best for your particular task. 
This process outlines a normal machine learning workflow used for time series prediction tasks, where the objective is to 
prepare a show to predict future values on the basis of verifiable data, Figure 2. Preprocessing of the data. 

 

Fig. 2. Flowchart of the data preprocessing process. 

3.3 Linear Regression 

Linear regression could be a basic and widely utilized machine learning technique for predictive modelling. It accepts a 

linear relationship between the autonomous variables (features) and the subordinate variable (target). In cybersecurity, it is 

utilized to predict ceaseless variables, such as network traffic, resource utilization, or attack frequencies [56]. The model is 

based on the following equation: 

𝑛𝛽𝑛𝑥 + ⋯ + 2𝛽 2𝑥 + 1𝛽1𝑥 + 0𝛽 = 𝑦                                                                        (1) 
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where: 

• 𝑦 is the predicted value (e.g., threat probability) 

• 𝑛𝑥1 , 𝑥2 … , 𝑥 are the features (e.g., packet count, time intervals) 

• 𝑛𝛽1, 𝛽2 … , 𝛽 are the coefficients or weights of the mode 

Linear regression minimizes the MSE during preparation: 

2(𝑖̂𝑦 − 𝑖𝑦) ∑  

𝑁

𝑖=1

1

𝑁
= MSE                                                                                 (2) 

• where 𝑖𝑦 is the true value and 𝑖̂𝑦hat is the predicted value. 

 

3.4 Decision Tree 
A decision tree can be a nonlinear model that splits data into subsets on the basis of feature values. It is given as a tree 

structure where each node gives to a decision on the basis of a feature, and each leaf node gives to a predicted output. 

Decision trees are prevalent in cybersecurity for detecting malicious actions in network activities or classifying diverse types 

of cyberattacks [57]. 

The decision run the show for a binary classification in a decision tree can be composed as: 
 if 𝑥 ∈  Leaf     1

2 if 𝑥 ∈  Leaf     0
} = 𝑓(𝑥)                                                                                (3) 

where: 

• 𝑥 is the input feature vector 

• 1 Leaf a and 2 Leaf  are the final prediction classes. 

• The training objective is to reduce the Gini debasement or entropy, which measures the impurity of the decision 

nodes: 

𝑖
2𝑝 ∑  

𝐶

𝑖=1

− 1 = Gini(𝐷)                                                                                  (4) 

where: 

• where 𝑖
2𝑝  is the proportion of class iii in dataset D. 

• 𝑪 is the number of classes. 

 

3.5 Decision Tree 
RF is a gathering method that combines numerous decision trees to perform classification. Each tree within the forest is 

trained on a random subset of the data, and the ultimate prediction is based on the majority vote from all trees [58]. 

The final prediction for the RF is given by: 

𝑓𝑡 (𝑥) ∑  

𝑇

𝑡=1

1

𝑇
= 𝑓(𝑥)                                                                                            (5) 

where: 

• where 𝑓𝑡 (𝑥) is the prediction of the 𝑡ℎ𝒕 decision tree. 

• where 𝑇 is the total number of trees in the forest. 

RFs are robust and can handle large datasets with high-dimensional features. They are effective in cybersecurity 

for detecting complex attack patterns by combining the predictions of numerous models. 

 

3.6 Gradient boosting 
Gradient boosting is an ensemble strategy that builds models successively, where each new model corrects the errors of the 

previous model. It is regularly utilized for binary classification assignments such as recognizing between normal and 

pernicious exercises in network traffic [59]. 

The gradient boosting model can be formulated as: 

grad𝑚(𝑥) ⋅ 𝜂 + 𝐹𝑚−1(𝑥) = 𝑓(𝑥)                                                                                 (6) 

where: 

• 𝐹𝑚−1(𝑥) the previous model's prediction. 

• 𝜂 is the learning rate. 

• grad𝑚(𝑥)  is the gradient of the loss function at step 𝑚. 

The model iteratively moves forward the predictions by minimizing the remaining error: 
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2(𝑓(𝑥𝑖) − 𝑖𝑦) ∑  

𝑁

𝑖=1

=  Residual Error                                                                    (7) 

 

3.7 K-Nearest Neighbor 
K-nearest neighbors (KNN) could be a nonparametric strategy utilized for classification and regression. It works by finding 

the 𝑘 closest neighbors of a data point and predicting the label on the basis of the lion's share class or average of those 

neighbors [60]. 

For classification, the prediction is given by: 

mode(𝑦1 , 𝑦2 , … , 𝑦𝑘) = pred𝑦                                                                                 (8) 
where: 

• 𝑦1 , 𝑦2 , … , 𝑦𝑘 are the labels of the 𝑘 nearest neighbors. 

For regression, the prediction is given by: 

𝑖𝑦 ∑  

𝑘

𝑖=1

1

𝑘
= pred𝑦                                                                                        (9) 

where: 

• 𝑖𝑦  is the target value of the  𝑡ℎ𝑖  nearest neighbor 

KNN is utilized in cybersecurity to classify network behavior as either typical or malicious based on likeness to 

known attention signatures. 

 

3.8 Support Vector Recognition 
Support vector recognition (SVR) is an effective classifier that identifies the hyperplane that best separates different classes 

[59]. For binary classification, the choice function of an SVM can be composed as: 

𝑏 + 𝑤𝑇𝑥 = 𝑓(𝑥)                                                                                          (10) 

where: 

• is the weight vector, and 𝒘 . 
• is the bias term 𝑏. 

The model aims to maximize the edge between the classes, which is the separation between the hyperplane and the closest 

data focuses (support vectors). The edge is given by: 
1

‖𝑤‖
= Margin                                                                                                (11) 

SVR is utilized in cybersecurity for classifying network activity and detecting anomalies by finding the ideal isolating 

hyperplane between typical and malicious exercises. 

 

3.9 Long short-term memory (LSTM) 
networks represent a powerful expansion of repetitive neural networks (RNNs), which are specifically designed to capture 

long-term conditions in successive data. This capability makes LSTMs especially effective for time series prediction tasks, 

where past perceptions essentially influence future predictions. An LSTM unit comprises memory cells and three types of 

gates: the forget gate 𝑓𝑡 , the input gate 𝑖𝑡, and the output gate 𝑜𝑡These gates control the flow of data into, out of, and inside 

the memory cell, enabling the network to preserve relevant data over expanded sequences [55][56]. 

The basic equations overseeing the LSTM are as follows: 

• Forget Gate: 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑓 )                                                                             (12) 

• Input Gate: 
𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑖)                                                                             (13) 

• Cell State Update: 

𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ �̀�𝑡                                                                               (14) 
• Output Gate: 

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                                                                              (15) 

• Hidden State: 

ℎ𝑡 = 𝑜𝑡 ⊙ tanh(𝐶𝑡)                                                                                 (16) 

In these equations, 𝑥𝑡 denotes the input at time 𝑡𝑡ℎ𝑡 and represents the hidden state, and 𝐶𝑡 signifies the cell state. The 

activation function 𝜎 is the sigmoid function, which plays a crucial role in determining which information to keep or 
discard. 
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3.10 Neural Networks (ANNs) 
Computational models are propelled by the interconnected neural structure of the human brain. They are composed of 

layers of interconnected nodes or "neurons," where each association has a related weight that is balanced amid the training 

handle. ANNs are especially effective for complex function approximation assignments, counting time arrangement 

prediction, owing to their ability to learn nonlinear connections from the data [57][58]. 

The fundamental structure of an ANN includes an input layer, one or more covered-up layers, and an output layer. The 

forward pass-through the network can be portrayed mathematically as follows: 

• Input Layer: 

Each input feature 𝑥𝑖 is fed into the network, where 𝑖 ranges from 1 to 𝑛, the total number of input features. 

• Weighted Sum: 

For a neuron 𝑗 in a hidden layer, the weighted sum of inputs is calculated as: 

𝑧𝑗 = ∑  

𝑛

𝑖=1

𝑤𝑖𝑗𝑥𝑖 + 𝑏𝑗                                                                                       (17) 

where 𝑤𝑖𝑗 are the weights, 𝑏𝑗 is the bias for neuron 𝑗, and 𝑥𝑖 are the inputs. 

 
•  Activation Function: 

The weighted sum 𝑧𝑗 is then passed through an activation function 𝜎 to introduce nonlinearity: 

𝑎𝑗 = 𝜎(𝑧𝑗)                                                                                           (18) 

Common activation functions include sigmoid, hyperbolic tangent, and rectified direct unit (ReLU) functions. 

 

• Output Layer: 

The output y of the network can be computed in a similar manner: 

𝑦 = 𝜎 (∑  

𝑗

 𝑤𝑗𝑜𝑎𝑗 + 𝑏𝑜)                                                                              (19) 

where 𝑤𝑗𝑜 are the weights to the output layer and where 𝑏𝑜 is the output bias. 

3.5 Hybrid Model 

The hybrid model's prediction is determined via a comprehensive approach that aggregates the outputs of several individual 

models, thereby increasing the accuracy and robustness of the final prediction. The equation for the hybrid model is given 

by: 

𝑓hybrid (𝑥) = 𝛼1𝑓𝐿𝑅(𝑥) + 𝛼2𝑓𝐷𝑇(𝑥) + 𝛼3𝑓𝑅𝐹 (𝑥) + 𝛼4𝑓𝐺𝐵 (𝑥) + 𝛼5𝑓𝐾𝑁𝑁 (𝑥) + 𝛼6𝑓𝑆𝑉𝑅(𝑥) + 𝛼7𝑓𝑁𝑁 (𝑥) + 𝛼8𝑓𝐿𝑆𝑇𝑀 (𝑥)    (20) 

In this equation, 𝑓𝐿𝑅 (𝑥), 𝑓𝐷𝑇(𝑥), 𝑓𝑅𝐹 (𝑥), 𝑓𝐺𝐵 (𝑥), 𝑓𝐾𝑁𝑁 (𝑥), 𝑓𝑆𝑉𝑅(𝑥), 𝑓𝑁𝑁 (𝑥) and 𝑓𝐿𝑆𝑇𝑀(𝑥) represent the predictions from each 

model. The weights 𝛼1, 𝛼2, 𝛼3, 𝛼4, 𝛼5, 𝛼6, 𝛼7, 𝛼8  are determined on the basis of each model's performance on the particular 

dataset being analysed. This weighted sum permits the hybrid model to adjust the person strengths of each model while 

alleviating their weaknesses, leading to a more reliable prediction in complex time series prediction scenarios. By adjusting 

these weights according to model performance, the hybrid model dynamically adjusts to the characteristics of the data, 

ensuring optimal prediction accuracy. 

3.6 Algorithm Hybrid Model Prediction Process 

This algorithm outlines a hybrid model prediction process that coordinates numerous base models to increase the predictive 

performance. Initially, their parameters are set. Each demonstration is trained via an assigned training dataset. In this way, 

these trained models create predictions on test data. The hybrid model at that point combines these individual predictions 

through a specified aggregation function, such as a weighted average. The combined predictions are assessed against actual 

outcomes via metrics such as the MSE or MAE to survey their exactness. Finally, the calculation yields aggregated 

predictions as the final result. This approach leverages the qualities of different models to achieve more accurate and strong 

predictions. 
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Algorithm1 Hybrid Model Prediction Process 

Require: Original dataset 𝒟 = {𝑋𝑖}𝑖=1
𝑁 , where 𝑋𝑖  represents input features. 

Ensure: Predicted values �̀� for the dataset. 

1: Initialize model parameters: 

• 𝑀1 , 𝑀2, … , 𝑀𝑘  : Base models (e.g., Linear Regression, SVR, Neural Networks). 

• 𝐻 : Hybrid combination function. 

• 𝜃𝑗  : Hyperparameters for each base model 𝑀𝑗. 

•  𝑝 : Training-test split ratio. 

 2: for each base model 𝑀𝑗  in {𝑀1, 𝑀2 , … , 𝑀𝑘} do 

 3:   Train the model 𝑀𝑗  using training data (𝑋train , 𝑌train ) : 

 4:  𝑀𝑗 ← Train(𝑋train , 𝑌train , 𝜃𝑗 )

 5: end for 

 

 6: Generate predictions for each base model: 

7:   for each base model 𝑀𝑗 do 

8:   Predict outputs for test data 𝑋test  : 

9:  �̀�𝑗 = 𝑀𝑗(𝑋test ) 

10: end for 

11: Combine predictions using the hybrid model: 

12:   Aggregate outputs �̀�𝑗  using combination function 𝐻 : 

13:  �̀�Hybrid = 𝐻(�̀�1 , �̀�2, … , �̀�𝑘 ) 

14: Evaluate the hybrid model: 

15: Compute evaluation metrics (e.g., MSE, MAE) using: 

16:  Error = Metric(𝑌test , �̀�Hybrid ) 

17: Output predictions: 

18:   Return �̀�Hybrid  as the final predicted values. 

3.7 Hybrid Model Training Process 

Algorithm 2 explains the steps to train a hybrid model proficiently. First, the base models are initialized, including their 

parameters and hyperparameters, such as linear regression, SVR, and neural networks. Each base model is trained exclusively 

with the training dataset to optimize performance. After training, each model produces predictions for the test dataset to 

capture differing outputs. These predictions are combined via a hybrid function, such as a weighted sum or another 

aggregation strategy, to produce unified results. The combined predictions are assessed against the ground truth via metrics 

such as the RMSE or MAE to measure accuracy. If the execution is unsuitable, the hyperparameters are fine-tuned, and the 

training process is repeated. Finally, the hybrid model outputs the predictions, achieving strong and dependable results by 

leveraging the qualities of individual models. 

 
Algorithm 2 Training Process 

Require: Original dataset 𝒟 = {𝑋𝑖 , 𝑌𝑖}𝑖=1
𝑁 , where 𝑋𝑖  represents input features and 𝑌𝑖  represents target values. 

Ensure: Trained hybrid model 𝐻trained . 

1: Initialize training parameters: 

• 𝑀1 , 𝑀2, … , 𝑀𝑘  : Base models (e.g., Linear Regression, SVR, Neural Networks). 

• 𝜃𝑗  : Hyperparameters for each base model 𝑀𝑗. 

• E: Evaluation metrics (e.g., MSE, MAE). 

2: for each base model 𝑀𝑗 in {𝑀1, 𝑀2, … , 𝑀𝑘} do 

3:   Train the model 𝑀𝑗 using the training data (𝑋train , 𝑌train  ): 

4:  𝑀𝑗 ← Train(𝑋train , 𝑌train , 𝜃𝑗) 

5: end for 

6: Validate base models: 

7:   Generate predictions for the validation data 𝑋valid:  

8:  �̀�𝑗 = 𝑀𝑗(𝑋valid ) for each model 𝑀𝑗. 

9: Combine predictions: 

10:   Aggregate outputs �̀�𝑗  using a hybrid combination function 𝐻 : 

11:  �̀�Hybrid = 𝐻(�̀�1, �̀�2, … , �̀�𝑘). 

12: Evaluate hybrid model: 

13: Compute evaluation metrics 𝐸 using: 

14:   Score = 𝐸(𝑌valid , �̀�Hybrid ). 

15: Optimize parameters if needed: 

16:   adjust 𝜃𝑗  for base models or the combination function 𝐻 to minimize error. 

17: Output trained hybrid model: 

18:   Return 𝐻trained  as the final hybrid model. 
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4. RESULTS AND DESICCATION  

The performance of the six machine learning models linear regression, decision tree, RF, gradient boosting, KNN and SVR 
was evaluated utilizing 80% of the dataset for preparation and 20% for testing. The evaluation was based on two key metrics: 
the MAE and the MSE. 
The hybrid model stands out as the best performing model compared to the others by conveying predictions that are reliably 
adjusted with the actual values over the test data points. The hybrid model easily captures the general trend, including sharp 
peaks and troughs, illustrating its strength in modelling complex and nonlinear patterns. Its capacity to take after the actual 
values with minimal deviation reflects its capacity to generalize well and reduce prediction errors. The alignment of 
predictions in regions with quick changes and transitions highlights its accuracy, unlike models such as linear regression 
(LR) or decision trees (DTs), which struggle in such areas. The prevalent performance of the hybrid model is attributed to 
its combination of multiple strategies that complement each other and increase the general predictive power. Unlike simpler 
models, which may underfit or overfat certain patterns, the hybrid model maintains a strategic distance from these issues by 
balancing the strengths of various basic algorithms. Moreover, it successfully minimizes clamor and makes strides soundness 
across the data, delivering smooth and accurate predictions. Comparing the hybrid model to others, such as KNN or RF, 
reveals that whereas those models perform well, the hybrid model reliably edges them in both accuracy and strength. In 
summary, the hybrid model exceeds expectations because of its capacity to capture the overall structure of the data while 
minimizing error across different test points. This makes it the foremost reliable and exact model. Figure 2. The figure shows 
a comparison of the actual and predicted results. The blue lines represent the real data points, whereas the orange lines 
indicate the predicted values. For all the models, the predicted values adjust closely with the actual values, indicating each 
model's accuracy, with variations in accuracy depending on the algorithm utilized. 
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Fig. 3. The figure shows a comparison of the actual and predicted values for the six machine learning methods. 
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4.1 Evaluation of the MAEs and MSEs from the Chart 

MAE and MSE are utilized to measure the predictive accuracy of the models. Both metrics are inferred from the differences 
between the predicted and actual values. Here, how they are calculated: 
Equations: 
 

MAE =
1

𝑁
∑  

𝑁

𝑖=1

|𝑌𝑖 − �̂�𝑖|                                                                                         (20) 

 

The MAE measures the average supreme error between actual values (𝑋𝑖) and predicted values (�̂�𝑖). 

MSE =
1

𝑁
∑  

𝑁

𝑖=1

(𝑌𝑖 − �̂�𝑖)
2
                                                                                   (21) 

The MSE computes the average of the squared errors, penalizing larger deviations more heavily than the MAE does. 
Figure 4. The Hybrid Model is used to illustrate its prevalence as the best-performing model when comparing the error 
metrics. The mean outright error (MAE) for the hybrid model is the lowest among all the models at 0.0935, whereas the 
mean squared error (MSE) is also remarkably low at 0.0137. These values demonstrate that Hybrid Show achieves the most 
elevated accuracy and minimizes both absolute and squared deviations compared with the other approaches. The 
performance of the hybrid model is better than that of simpler models such as direct relapse and choice trees, which yield 
greater errors because of their failure to capture complex relationships. Compared with other progressed models such as 
KNN, SVR, or LSTM, the hybrid model still achieves predominant results by combining predictions from different strategies 
to produce an adjusted and accurate output. The gathering nature of the hybrid model allows it to avoid the limitations of 
individual models by reducing inclination, minimizing overfitting, and increasing generalizability. Its capacity to achieve 
both a low MAE and MSE highlights its effectiveness in dealing with the test data and conveying ideal results. Unlike models 
such as decision trees, which have large deviations in error values, the hybrid model maintains consistency over the 
performance metrics. This combination of low error values, consistency, and stability confirms that the hybrid model is the 
best model in terms of performance, making it the foremost dependable choice for accurately predicting the data designs in 
this comparison. 

 
 

Fig. 4. Model performance metrics (MAE and MSE).  
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5. CONCLUSION  

The rapid evolution of cyber threats requires advanced detection systems capable of promptly identifying and mitigating 
security issues. This study conducted a comprehensive evaluation of various machine learning models, including linear 
regression, decision tree, random forest, gradient boosting, k-nearest neighbors, support vector regression, long short-term 
memory (LSTM), and neural networks, to assess their effectiveness in cybersecurity anomaly detection. A hybrid model was 
built that integrates many machine learning techniques to improve efficiency and increase forecast accuracy. The results 
indicate that traditional models, such as linear regression and decision trees, achieve moderate accuracy but struggle with 
nonlinear data relationships. In contrast, ensemble methods such as random forest and gradient boosting offer improved 
classification accuracy and robustness against overfitting. 
The hybrid model demonstrated superior performance by effectively combining the strengths of many models, hence 
reducing prediction errors and enhancing detection reliability. The integration of various methodologies improved the 
model's capacity to generalize across different datasets, making it more suitable for real-world cybersecurity applications. 
This study emphasizes the necessity of using time series data for forecasting cyber threats. Cyberattacks often exhibit 
evolving patterns, requiring the application of temporal analytical techniques. The incorporation of LSTM models into the 
hybrid model significantly improved its ability to detect complex attack patterns and predict potential threats. This 
competency is crucial for proactive cybersecurity initiatives, allowing organizations to mitigate attacks before their 
escalation. 
Additionally, the evaluation metrics—the mean absolute error (MAE) and mean squared error (MSE)—were utilized to 
measure model performance. The hybrid model consistently achieves lower error rates, demonstrating its ability to reduce 
misclassifications and false positives. 
The study demonstrated that feature selection and data preparation substantially enhanced model efficiency. Carefully 
selecting datasets, together with precise parameter optimization, improved the overall efficacy of the hybrid model. This 
research highlights the imperative for further advancements in cybersecurity modelling. While machine learning models 
provide valuable insights into cyber risks, improvements are needed to address challenges such as adversarial attacks, 
evolving threat landscapes, and the dynamic nature of cybercriminal conduct. Future research should explore the potential 
of deep learning architectures, reinforcement learning techniques, and federated learning to increase the adaptability and 
resilience of cybersecurity systems. This work substantially enhances cybersecurity by demonstrating the effectiveness of 
machine learning in anomaly detection. The proposed hybrid model exhibits enhanced efficacy, exceeding traditional 
methods in accuracy, robustness, and predictive capability. Organizations may significantly enhance their security posture 
and safeguard digital assets from new cyber threats by employing advanced analytics and integrating diverse machine 
learning methodologies. The deployment of real-time monitoring systems and AI-driven cybersecurity frameworks will be 
crucial for risk reduction and the preservation of a secure digital environment. 
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