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A B S T R A C T  
 

The increasing prevalence of biometric authentication systems as part of the organizational cybersecurity 

ecosystem highlights the need to gain further knowledge of both legal and technical considerations 

related to biometric data protection. The inherent nature of biometric data (unique to an individual and 

unchangeable) elicits a vulnerability to cyber abuse along with privacy risks. This study discussed the 

legal landscape regulating biometric data, underscoring our awareness of legislation inadequacies in 
regions of the world, with a specific reference to Iraq, and its comparison to international standards that 

employ laws (GDPR, EU AI Act). This study indicated that there is an urgency in establishing robust, 

effective, enforceable protections for biometric information from unauthorized collection and 

circumvention. In terms of cybersecurity practices, ensuring the integrity, confidentiality and availability 

of biometric data are key. When there are ineffective legal and regulatory measures, the risks of exposing 

sensitive data and forgetting biometric security have significant potential to degrade the effectiveness of 

biometric systems for secure authentication. This study suggests that technological innovations with 

integrated legal considerations will aid in the creation of legitimate biometric systems that can improve 

quality and security. In addition to the pressing legality themes, this study explores a practical illustration 

of deep learning through a ResNet50-based model to classify iris health conditions. The model for 

classifying an iris as "mature" or "immature" has the potential to ensure the reliability of authentic 

biometric systems, and the model has a validity score of 98%. This specific example presents the 

employability of AI in potentially advancing biometric security. This study explored ways to recognize 

the dual structure of legal impact and technological developments in this field to ultimately create a 

balance where biometric systems remain palatable and convey an ethical obligation. 

1. INTRODUCTION 

Biometric authentication is a key security measure of modern cybersecurity schemes, as it enables user identification and 

the confirmation of identity on the basis of unique physiological characteristics [1][2]. Biometric systems now appear to 

replace the typical password protection security mechanisms used today in all situations, including sensitive environments 

such as banking, governmental, healthcare, and corporate operations, where basic password protection concepts cannot 

address the advanced ongoing cyber attacks faced daily [3]. When considering biometrics, perhaps the highest valued 

modality is iris recognition, which enjoys widespread acceptance for eliminating forgery, has greater than 90% accuracy 

for real-world applications, and is stable over time, meaning that the patterns remain unchanged throughout an individual's 

life [4]. 

Despite their technical advantages, iris recognition systems may lead to unpleasant legal and cybersecurity concerns. 

Because biometric data are immutable in their legal frameworks, if an unauthorized entity acquires biometric data, it cannot 
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be changed such as security tokens or passwords [5]. The immutability of biometric data makes it appealing to 

cybercriminals for attack; therefore, we need a substantial legal framework in place for the collection, processing, and 

storage of biometric data [6], [7]. The worldwide law regarding biometric data use still remains limited and, at best, 

inconsistent and isolated in nature; thus, when looking at how additional jurisdictions address the challenges of biometric 

data use, the spectrum of laws ranges from not addressing biometric data at all to addressing issues in a manner that 

establishes uniformity [8], [9]. As examples of guidelines for biometric law have been developed across the globe, to date, 

the European Union has provided the most comprehensive regulation with the General Data Protection Regulation (GDPR) 

scheme [10], [11]. One tenet of the GDPR is that "biometric data is a special category of personal data" and requires 
additional safeguards when implemented [12]. Unfortunately, many other jurisdictions lack dedicated legislation for 

biometric data or have indefinite clauses and fall short of adequate protection from biometric data exploitation [13]. 

Currently, in Iraq, individuals are significantly exposed to privacy risks from artifacts in their biometric data because of a 

lack of well-defined legal statutes on what constitutes biometric data [14]. With no well-defined legal framework regarding 

biometric data, individuals potentially leave themselves vulnerable because there are no mandated consent procedures, 

rules around the encryption of data, or independent oversight to prevent organizations from misusing the data [15]. The 

shortcomings in legal defense and safeguarding for citizens can compromise their personal privacy and compromise or 

degrade the security of all forms of cybersecurity infrastructures that rely on biometric authentication [16]. While there is 

innovation in technology related to biometrics, it must align with legislation so that security and trust can be realized and 

maintained. 

From the standpoint of cybersecurity and the protection of biometric data, this approach also means going beyond technical 

safeguards. The entire framework around privacy and security for biometric data must include legal safeguards and controls 

and ethical and procedural considerations [17]. The largest area of perceived misuse or threat to biometric authentication 

data is access or transferable value of the data, such as identity theft; unauthorized access to repositories that hold sensitive 

data; and social engineering of staff into disclosing data related to biological attributes by impersonating the user to access 

or redeem benefits they are entitled to [6]. The consequences of unauthorized biometric data breaches have a lasting impact 

on administrations, but the severity of consequences is dependent on the scope of the breach, such as the context of national 
security or healthcare, where the integrity of the data or level of control of access is premised [18]. 

On the other hand, iris recognition systems face challenges from the normal variability of biological attributes in terms of 

navigating health issues [19]. For example, the development of cataracts can dramatically change the functional visual 

attributes of the iris, leading to a higher false rejection (or acceptance) rate for a biometric system [20], [21]. This is mainly 

a technical problem but also explores various problems of a stakeholder, professional, and security nature for individuals 

and organizations whereby misidentification (false acceptance) affords access to unauthorized people, or false rejection 

denies payment to authorized personnel. There is a general point to be made here, which is that there is a need for biometric 

systems to be health aware in their functionality and to not only authenticate identity but also assess the health status (as 

related to the function of the biometric attribute) of the analyzed biometric attribute [22], [23]. 

In addition, Iris recognition systems have the potential for a very high level of security; however, every biometric is to be 

understood and to be operated on the premise that the iris is healthy [19], [24]. Traditional biometric systems do not consider 

health variability[133]. This potential for false acceptances or false rejections is heightened by the health-aware aspects of 

this biometric research, which we aim to include in the analysis, thus presenting a hole in the cyber security chain but also, 

if different forms of legal regulations do not assist in decreasing risk, biometric systems will continue to face crime [25], 

[26]. 

The research outlined here makes significant contributions to biometric security and deep learning research by providing a 

health-aware and operational understanding of iris recognition. In addition to the analysis using convolutional neural 
networks, specifically the ResNet50 architecture, we hope to add deficiencies but robustness to iris recognition systems to 

allow industries to use them with confidence. The inclusion of a health assessment increases the accuracy of biometric 

systems while also contributing to global cybersecurity objectives by reducing vulnerability concerning compromised 

biometric attributes due to medical health characteristics[134]. We will also imagine a more extensive examination of 

health-aware deep learning technology and more alignment with accepted practices regarding legal and ethical actions, 

thus helping to develop good biometric systems that are ii, secure, and compliant with current laws that conform to 

international standards. 

This study provides the following contributions: 

• This paper describes the gaps in legal frameworks to protect biometric data, particularly in underregulated settings 

such as Iraq. 

• This study provides a comprehensive theory that relates biometric authentication with cybersecurity procedures, 

policies, compliance, and related data protection legislation. 

• A ResNet50-based deep learning model that collects iris health classification data in the context of biometric 

authentication reliability evaluation and classification is provided. 
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• A health-aware biometric system that aims to minimize errors and compromised biometric traits, which leads to 

unintentional access, is introduced. 

• Emphasizes the need for emerging technologies to marry ethical and legal dimensions. 

The future of biometric cybersecurity is at a point where the abundance of digital opportunities will only continue to evolve 

and requires future legal actors to make increasingly complex decisions, in terms of balancing rigor, managing risk through 

law, and data protection laws, incorporating advanced AI-based models and using technology to create ethical and legally 

compliant, trustworthy biometric authentication systems in a world that tends to collapse privacy. 

2. BIOMETRICS AND AI: SECURITY, LAW, AND EMERGING RISKS 

This chapter reviews the current academic literature on biometrics, cybersecurity, artificial intelligence (AI), and law. It 

discusses biometric data as a technical, cybersecurity, legal, and ethical challenge. Furthermore, it examines how AI has 

improved biometric systems while simultaneously introducing new vulnerabilities, including the risk of adversarial attacks. 

Additionally, it explores various legislative frameworks regulating biometric data, presents real-world applications and 

associated risks, and offers recommendations for creating secure and reliable biometric systems (see Figure 1). 

 

Fig. 1. Biometrics and AI 

2.1. Biometric Data, AI Integration, and Cybersecurity Risks 

The growth in the use of biometric data in workplaces for organizational and security purposes has created increased 

reliance on employee privacy rights [27], [28]. Examples of biometric traits, which can be physical [1], physiological [29], 

or behavioral [30], are fingerprints [31], facial characteristics [32], voice [33], and gait [34]. There is a need for a clearly 

defined statutory scheme regulating employee privacy to ensure data protection in the workplace [35]. Furthermore, the 

rapid emergence of artificial intelligence (AI) technologies used in workplaces introduces new difficulties for legal 

governance as well as cybersecurity infrastructures [36], [37]. 
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Biometric data can be defined as personal data processed through technical means related to the physical, physiological, or 

behavioral characteristics of a person whothat can identify that individual uniquely [38], [39]. A few examples of biometric 

data include fingerprints, facial features, voice tone or sound, eye movement, contours of the body, gait, heart rate, blood 

pressure, and even smell. The types of biometric data are frequently deployed in workplaces to verify attendance and allow 

access to a secured area [40]–[43]. 

According to the European Union Artificial Intelligence Act [44], biometric data can be divided into two types: 

- Biometric Recognition: Automatic identification on the basis of physical, physiological, and behavioral characteristics 

such as the movement of the eye and face, as well as voice [45]. The biometric data are compared to the individual's 
biometric data, which are matched against a reference database independent of consent but granted for the purpose of 

verifying identity. 

- Biometric Classification: Listing individuals into categories or classes on the basis of their biometric data for subsequent 

predispositions (e.g., age, racial or ethnic origin, religion, political orientation, or sexual orientation) [46], [47]. This does 

not refer to filtration systems for commercial purposes, as with social media. 

The 2024 EU Regulation describes an emotion recognition system as an AI-based system intended to detect or infer a 

person(s)' primary emotion (e.g., happiness, sadness, anger, and anxiety), as well as their intentions, on the basis of 

biometric data [48]. An emotion recognition system can be as follows: 

- Real-time Systems: Data are captured and analyzed immediately after capture [49]. 

- Postrecorded Systems: Rely on prerecorded data (e.g., video footage) [50]. 

It is warned against the use of these systems in workplace or workplace environments without clear regulations because, 

when an unjust algorithm is used, AI systems unfairly affect decisions or evaluations involving employment and hiring. 

In addition, the security of biometric information is becoming an important part of legal and cybersecurity discussions [6]. 

Different jurisdictions have prepared for biometric data challenges to varying degrees that bobble legal maturity and 

enforcement [51]. An analysis of these legal frameworks will help elucidate how biometric data are treated in other legal 

systems; it will clarify the discrepancies in regulatory protection. 

Emotion recognition systems should not be run in workplaces without clear regulation, as they could unwisely bias or make 
employment decisions or evaluations on the basis of criteria that may be biased and/or unverifiable algorithms [52]. 

 Additionally, biometric data are considered one of the most sensitive data types because they are unique to individuals and 

cannot be changed [53]. Biometric data stand out as a target for cybersecurity threats. Cybersecurity includes protection 

from threats that target biometric data: 

- Hacking or extortion [54]. 

- Identification Spoofing or social engineering attacks [55]. 

- Misuse in AI systems that are unregulated (i.e., if employees' fingerprints are leaked from an attendance database, 

then they could be used for identity theft or to breach otherwise confined internal systems) [45]. 

In Iraq, several other considerations include the following [56], [57]: 

- No strong cybersecurity infrastructure. 

- There are no national standards for data encryption or standards for testing systems. 

- There is low coordination between bodies of law and bodies of a technical nature. 

2.2. Real-world biometric deployments 

The real-world use of biometric technologies in different parts of the globe has demonstrated both their potential advantages 

and very real dangers, especially when appropriate legal and ethical constructs are lacking [58], [59]. One significant case 
is Amazon, which, in 2020, was under substantial scrutiny for its use of facial recognition technologies—specifically, its 

own software "Rekognition"—to monitor employees going about their duties while in distribution warehouses [60]. The 

practice drew criticism from employee advocates over their perceived invasion of workers' privacy, as well as concerns 

related to the potential for discriminatory evaluations from biometric surveillance. Activism, led by civil rights 

organizations and other groups in the public interest, resulted in Amazon temporarily stopping using the technology until 

further clarity on the legal standing of biometric information could be established [61]. The Amazon example captured 

public attention while reinforcing the need for clear regulations and transparency regarding biometric monitoring in the 

workplace. 

Another significant case is that of Clearview AI, which is a U.S. company that collects biometric information by scraping 

billions of facial images from several social media sources without consent from users [62]. The information was scraped 

to develop facial recognition capabilities to be sold as services to various law enforcement and private entities, resulting in 

many lawsuits in Europe and the United States. The European Union characterized these acts as clear violations of the 

General Data Protection Regulation (GDPR), as explicit consent is required to gather and use personal information [63]. 

The Clearview AI case has become an important reference point when discussing the dangers of the uncontrolled gathering 
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of biometric information and the urgency of establishing comprehensive and robust international regulations to control 

personal information data protection. 

In the United Arab Emirates, airports such as Dubai International now have facial recognition systems in place to streamline 

the clearing process for passengers [64]. The use of these systems substantially increases passenger throughput, as they can 

pass through smart gates without lengthy identification checks [65]. Operationally beneficial as they are, the UAE's data 

protection laws permit significant exemptions for the government’s use of biometric data, demonstrating a lack of 

accountability. Additionally, the absence of any transparency regarding what data are stored, or if any information sharing, 

aggregating or processing occurs by authorities, creates serious risks regarding individual privacy and data protection [66]–
[68]. 

2.3. Building Trust in AI-Driven Biometric Systems: Legal, Ethical, and Security Challenges 

Artificial intelligence (AI) refers to a branch of computer science that provides machines with the ability to replicate human 

intelligence processes [69], [70]. The simulation of processes such as learning, reasoning, problem-solving, and decision-

making used to be the sole purview of human beings. AI has revolutionized countless elements of human experience and 

has blurred traditional boundaries between disciplines [71]–[75]. AI began in computer science and mathematics but has 

extended rapidly into many fields, including health care [71], [76], [77], finance [78], [79], education [80], [81], agriculture 

[82], [83], and environmental sciences [84], [85]. For example, AI has been used in health care to identify diseases with a 

high degree of accuracy and to assist doctors in the early identification of issues and personalization of treatment [86], [87]. 

In finance, AI is used to find fraud, optimize investment and automate complex thinking [88]. In agriculture, AI systems 

can analyze the health of a crop, predict yield and enhance sustainability in regard to food production [89]. In environmental 

science, AI has been used to model climate change and assist with disaster response [90]. These factors alone demonstrate 

the truly flexible capabilities of AI to create innovative thinking, efficiency, and completely new ways of understanding 

what is possible in these areas, among other areas. 

As AI technology becomes more commonplace in a range of sectors, the integration of AI in legal and security frameworks 
becomes increasingly necessary [91], [92]. As new AI technology expands, we are confronted with difficult legal issues 

related to accountability, transparency, data privacy, intellectual property, and human rights [93], [94]. 

Biometric data are typically collected via biometric systems, which use a specific behavioral or physiological trait that is 

unique to all individuals [95]. Examples of biometric authentication include fingerprints, facial recognition, voice patterns 

and iris scanning [96], [97]. Biometric systems are a cornerstone of modern cybersecurity architecture and are preferred 

because they use characteristics linked to individual identities that are hard to replicate or forge, thus increasing security 

[54], [98]. 

As with previous technologies, AI's integration into biometric systems presents both opportunities and major challenges. 

AI provides greater accuracy, flexibility and intelligence to biometric authentication [99], [100]. AI uses machine learning 

and deep learning techniques to ensure that biometric systems learn to adapt swiftly to biological variances over time [101]. 

Biological variations can include biological changes due to health issues, environmental conditions, or even the passage of 

time [102], [103]. This more dynamic biological adaptability improves reliability and resilience. At the same time, serious 

questions are raised with AI, such as personal protection of data, questions of fairness and bias, misrepresentation and 

unauthorized surveillance. 

From a legal perspective, biometric data constitute some of the most sensitive data available [104]. Unlike passwords or 

tokens, biometric identifiers cannot be altered or changed. If a person's biometric data are compromised, the risk associated 

with the use of biometric data is materially different. This very increased risk further elevates the legal burden on the 
companies that develop these systems in particular and therefore the responsibility to have legal protections designed for 

the provision of internal or external governance to limit the risks of these data. In fact, legal and regulatory frameworks 

such as the General Data Protection Regulation (GDPR) in the European Union classify biometric data as a "special 

category of personal data" and state that when biometric data are utilized, additional layers of protection must be in place 

when collecting, processing and storing biometric data [105]–[107]. Legal frameworks such as the emerging Artificial 

Intelligence Act, created by the European Union, aim to provide responses to the application of artificial intelligence, 

especially when it is used in biometric recognition or classification, when it recommends considerations of trustworthiness 

and transparency, and when it addresses risk [108]. 

On the other hand, the potential for artificial intelligence to improve biometric solutions is exciting, but new risks have 

emerged, as the security community has begun to recognize the potential for biometric systems to be vulnerable to 

adversarial attacks [109]–[111]. Adversarial examples, in the context of biometrics, are where biometric inputs (iris images, 

facial data, etc.) are modified in a way that is not detectable by humans but sufficiently changes the biometric encoder to 

mislead the recognition system [112]–[114]. The different types of adversarial attacks that are possible have profound 

implications for the immediate use of biometric authentication reliant on AI, as both unauthorized access and identity fraud 

are fundamental threats to the reliability and trustworthiness of biometric systems. It is important to identify and improve 
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systems to avoid or mitigate adversarial examples. Owing to the rate of technological adaptation and the evolution of civil 

liberty and criminality, legislation will need to establish new laws and expectations concerning the robustness and security 

of AI-enabled biometric technologies. 

2.4. Recommendations for biometric security 

Given the legal, ethical, and cybersecurity challenges associated with the use of biometric technologies, in countries where 

the system of laws is not strong enough to protect the public, it remains of paramount importance that serious actions are 

taken to ensure that biometric data are managed safely and responsibly. The first best practice recommendation is for Iraq 

to take quick action in enacting a comprehensive personal data protection law. The law should specifically identify 

biometric data as being particularly sensitive and protect them accordingly. The necessary data protection law must specify 

the criteria under which biometrics can be obtained and collected, utilized, stored, and shared in a manner compliant with 

international data protection standards such as the General Data Protection Regulation (GDPR) to protect individual rights. 
The legal framework must also mandate that written, explicit consent be obtained from individuals seeking to collect 

biometric data, especially employees. In so doing, individuals must be given sufficient transparency when obtaining 

consent, including reasonable information on why the data are being collected, the types of biometric data that may be 

collected, the length of time the data will be kept, and access to all the data. Possessing detailed information about an 

individual's rights increases their trust in the system being implemented and their trust and accountability more broadly in 

how to utilize it. 

In addition, mandatory privacy impact assessments should be performed prior to the adoption of biometric technology, 

similar to other technologies adopted in communications and biometric systems in business when transitioning from 

assessments. Trust is not achieved by just making the assessments known, and organizations must be able to limit privacy 

risks and provide adequate technological and organizational measures to protect data privacy. Without that limitation of 

risk, it is not possible to establish trust in any new technology that is adopted. 

Furthermore, critical measures need to include stronger standard encryption and authentication models and adapt them 

heedfully from the best practices seen right now with the biometric systems in different parts of the UAE and EU, or even 

where encryption and data security are legally mandated practices, organizations must augment the technical resilience of 

their biometric systems. 

The establishment of an independent authority for data protection would include oversight and compliance, investigation 

of breaches, and possible sanctioning. The oversight will provide another layer of accountability to ensure that public trust 

of knowledgeable organization employers using biometric data is established not of the corporation but in their actions 
publicly and that there would be public accountability to protect personal rights. 

Notably, there would need to be a concerted effort undertaken to train and educate judiciary and legal professionals on the 

protection of biometric data. Considering the importance of assisting individuals when their rights are being infringed upon 

creates a legal system capable of providing information on the intent of using biometric data while interpreting and 

enforcing laws that actually regulate the use of biometric data. 

The intersection of artificial intelligence (AI), biometrics, and law necessitates the urgent need for interdisciplinary 

regulatory action. AI represents the technical excellence of biometric systems, whereas law ensures that the deployment of 

biometric systems exists in an ethical, transparent, human rights-amended environment. Legal duties must require AI-

enhanced biometric systems to deploy effective impact assessment, accountability, and fairness measures to prevent 

discriminatory outcomes and interference with privacy rights. 

In addition to technical feasibility, the future of secure biometric authentication will similarly rely on the robustness of the 

ethical and legal frameworks that accompany increased technological capabilities [115]. As technology evolves, law must 

evolve alongside many societal fronts, including consent, data minimization, purpose limitations, and the rights of 

individuals to challenge decisions made by automated systems [116]. Additionally, associations should increasingly 

collaborate to ensure that the advancement of AI can be effectively matched (and exceeded) by an equal advancement of 

legal and ethical frameworks [117], [118]. 

In summary, artificial intelligence has an immeasurable capacity to improve biometric authentication systems to be more 
accurate, flexible, and intelligent. However, this capability must be carefully balanced with legal obligations and ethics. 

Given these opportunities and challenges, the current study aims to establish a new health-aware biometric authentication 

model that uses AI-based deep learning techniques to facilitate the critical issue of reliability, which is related to biometric 

variability. The study seeks to incorporate a legal and cybersecurity perspective in the development of the system. The 

methodology we propose aims to improve both the technical ability of iris-based authentication and the ability to pay 

attention to ethical obligations and laws. This approach allows the eventual product to be a credible system, which embodies 

data protection principles, mitigates risks, and builds user trust. The next chapter describes the detailed methodology used 

to achieve the goals of this research, which includes a description of dataset preparation, the deep learning architecture, 

and the evaluations used in the study. 
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3. METHODOLOGY 

This chapter outlines the methodology used to design, develop and evaluate a health-aware biometric authentication system 

that is based on deep learning. The study looks to address and remediate the three primary issues identified in previous 

chapters, such as biometric variability, cybersecurity concerns and, finally, legal obligations, and another purpose of this 

study is to produce a reliable and legally aware model of iris-based biometric authentication. This chapter describes the 

selection of the dataset and its characteristics; the preprocessing tasks performed to improve the learning performance, 
architecture and training of the deep learning model (ResNet50); and the processes used to evaluate the classification 

accuracy and accuracy of the model, among other factors. 

The methodology of this study consists of a structured four-stage sequence of (1) acquiring and preparing the dataset, (2) 

data preprocessing, (3) model development via deep learning techniques, and (4) model evaluation and performance 

analysis (see Figure 2). 

 

 

Fig. 2. Methodology steps 

3.1. Dataset Description 

The dataset used in this study for iris health classification was a collection of samples from Kaggle [119], a trusted source 

for various datasets for machine learning. The iris health dataset includes 410 annotated images of human irises that fit into 

two health-related classes: mature and immature. The labels refer to the health status of the iris in relation to the status of 

cataracts, in which "mature" refers to a fully mature cataract present in the iris area, whereas "immature" refers to the early 

stages of the disease. In total, there are 214 unique "immature" labeled images and 196 unique "mature" labeled images. 
As shown in Figure 3, the sample images are of varying quality, resolution, brightness, eye color, and iris visibility, just as 

in any real-world scenario. This variability of features is necessary to allow deep learning models to learn how to distinguish 

between healthy irises and irises with respect to medical issues. This dataset was also selected because of its direct relevance 

to the objectives of the research, specifically, linking iris health assessments to the security component of biometric 

authentication. 

 

Fig. 3. Classes of eyes 
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3.2. Data Preprocessing 

The dataset was prepared for training the deep learning (DL) model via a purpose-built preprocessing pipeline. The first 

step was to pull the image paths and the class labels ("mature" or "immature") together into a pandas DataFrame, allowing 

easier manipulation and labeling throughout the workflow. The next step consisted of splitting the dataset into three sections 

via stratified sampling to maintain the class distribution, which resulted in a training set containing 70% of the images, a 

validation set containing 15% of the images, and a test set containing 15% of the images. This separation ensures that the 

DL model is exposed to patterns, whereas performance measures can be assessed on previously unseen data, essentially 

guaranteeing that the DL model is not biased. After the dataset was split into separate image sets, a label encoder (mapper) 

was employed to convert the categorical string labels to numerical labels, allowing the DL model to learn the target variable 

during supervised learning. In particular, the label "immature" was encoded as 0, and "mature" was encoded as 1. This 

stage of transformation facilitated the DL model's ability to learn the target variable correctly during training. Additional 

steps such as resizing, normalizing, and data augmentations (e.g., rotating the images, flipping the images) were applied to 

the images during the training of the DL model to increase generalizability and decrease the chance of overfitting. 

3.3. Deep Learning Architecture 

For the iris health classification task, a deep convolutional neural network with a ResNet50 architecture was used as the 

model because ResNet50 is a strong model that has been proven to perform well on image-labeling tasks. The ResNet50 

model makes use of residual connections, which provide an elegant solution to the vanishing gradient problem that occurs 

when deeper networks are used [120]. Therefore, ResNet50 allows the use of just one model and utilizes the advantages of 

having a deeper network without markedly increasing training complexity [73], [121]. 

The ResNet50 model was initialized with weights that were pretrained on ImageNet, allowing the model to take advantage 

of previously learned low-level visual features such as edges, shapes, and textures [122], [123]. These weights serve as the 

basis for transfer learning, which enables the model to adjust or fine-tune the learning task of distinguishing “mature” iris 

conditions from “immature” iris conditions with less training time and improved accuracy. All the computations and 

training processes took place in a dedicated GPU environment, which allowed the training process to be completed more 

quickly and allowed for a decreased inference time (i.e., model taking an input and output label/classification). The model 

itself was implemented in PyTorch, and the model architecture was summarized (and hence double-checked) via the 

torchsummary package; this confirmed that the input shape and number of parameters were consistent. The model input 

consisted of images, which were resized to a resolution of 224 × 224 pixels and three color channels (RGBs). The model 

was trained with a standard batch size of 32, and each categorical label was converted to binary numerical format (where 

0 was mapped to “immature” and where 1 was mapped to “mature”) via a manually constructed mapping function. The 

output dimension in the final classification layer was modified to one neuron for use with sigmoid activation, which is 

appropriate for this binary classification task. 

The model was compiled and utilized binary cross-entropy loss and the standard Adam optimizer for progressively 

weighting the weight updates for the model. Conditional on evaluating training loss and validation accuracy, the training 

process stopped when validation loss began to persistently improve (to avoid overfitting and to ensure generalization). 

3.4. Model evaluation 

To evaluate the performance of the trained ResNet50 model, various key evaluation metrics, such as the confusion matrix, 
accuracy, precision, recall, and F1 score, were used [124], [125]. These metrics allow for understanding the model's ability 

to correctly classify iris health conditions as either “mature” or “immature”. Each metric provides an even greater level of 

detail when scrutinizing the model's classification performance. 

The confusion matrix is a method of visualizing the classification model performance. It allows insight into how many true 

positives (TPs), true negatives (TNs), false positives (FPs), and false negatives (FNs) are generated [126]. These are 

essential for calculating the other metrics. A confusion matrix allows identification of not only how many classifications 
were accurate but also what types of errors were made. An "immature" iris is classified as "mature", or a "mature" iris is 

classified as "immature". 

Accuracy is a widely used metric of classification [127]. It is the number of accurate predictions (both TP and TN) divided 

by the total number of predictions (TP + TN + FP + FN). It provides a good representation overall, but accuracy should 

always be considered with respect to learning from imbalanced data because it will not distinguish performance on separate 

classes. 
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Precision is the focus metric for the positive class and is calculated as the ratio of true positive predictions to the total 

number of positive predictions (TP + FP) [128]. It is how many of all "mature" iris classifications were true, and so a high 

precision means that when the model says "mature", it usually is. 

Recall (sometimes referred to as the sensitivity or true positive rate) [129] is a metric that measures the ratio of true positive 

predictions to the total number of actual positives (TP + FN). It assesses how well the model identifies all actual "mature" 

irises. A high recall value would mean that the model successfully identified most of the actual "mature" irises correctly, 

even though perhaps some false positives could exist. 

The F1 score reflects how we measure balanced performance as a single metric; both precision and recall can be combined 

into one score [130]. The F1 score is the harmonic mean of precision and recall and is especially useful when the data are 

imbalanced. F1 gives better weighting regardless of the lower value between precision and recall; thus, in the performance 

of the model, both aspects need to be evaluated. 

In addition to these metrics, the fitting of the model was also established by looking at the learning curves (training and 

validation loss/accuracy) throughout training. The learning curves can shed light on whether the model is overfitting the 

data or underfitting the data. Overfitting to training data results in a continued decline in the training loss but an increase 

in the validation loss, which demonstrates that the validation performance plateaus at some point. To avoid time-consuming 

calculations through an arbitrary number of epochs as well as overfitting, I applied early stopping to halt training at the 

epoch of peak validation performance. 

By observing the training accuracy and validation accuracy throughout the epochs, I was able to examine the exact learning 

process of the model. An ideal fitted model would yield high training and validation accuracy, which would also be similar 

to each other, indicating that the model was learning features despite not overfitting training examples. Throughout the 

analysis of the fitting curve, the model learned with the data without overfitting. 

 

4. RESULT AND DISCUSSION 

The performance of the ResNet50 model was assessed through various metrics, including accuracy, precision, recall, F1 

score, and confusion matrix. The overall accuracy of the model was 98%, indicating that the model had a strong ability to 

differentiate between the two classes of "mature" and "immature" irides. The model shows a strong ability to generalize to 

new data and is able to provide accurate classifications. 

The model's precision values were 0.97 for the "immature" class and 1.00 for the "mature" class. Precision indicates the 

proportion of true positive predictions out of the total number of positive predictions. The model's precision for the "mature" 

class is indicative that when the model predicts an iris as "mature", it is usually correct. The model's precision for the 

"immature" class is lower; however, it is still relatively high. A lower precision implies that some "immature" irides are 

misclassified as "mature" but have little effect on performance overall. 

The model had a perfect recall score of 1.00 for the "immature" class, indicating that it accurately identified every 

occurrence of "immature" irises. The model for the "mature" class was slightly lower, with a recall score of 0.97, indicating 

that the model identified all but a few "mature" irises correctly. Additionally, the model's perfect recall regarding 

"immature" irides provides further evidence that the model accurately identifies early-stage cataracts, which is ultimately 

important in preventing false rejections from occurring in a biometric system. 

The F1 score is composed of precision and recall in one metric (the harmonic mean), and it was 0.98 for the "immature" 

and "mature" classes. The model was able to consistently balance precision and recall, with the false positive and false 

negative totals being low as a result of balancing misclassifications. A high F1 score is particularly important when 

observing a healthcare or security scenario, as false rejections and acceptance carry substantial consequences. 

The macro average precision, recall, and F1 score was 0.98, which means that the model had similar performance for the 

two classes without having an advantage for one class over the other class. The weighted average precision, recall, and F1 

score were also 0.98, which accounts for the relative class distribution and indicates that the overall model performed well.  

The confusion matrix was used to visualize the classification performance of the model in distinguishing between "mature" 

and "immature" irides. In the confusion matrix shown in Figure 4, the top-left cell indicates that 29 "immature" irides were 
accurately classified, and the bottom-right cell shows that 32 "mature" irides were accurately classified. There was also one 

misclassification where the model misclassified an "immature" iris as "mature". Overall, the overall total error was low, 

which ultimately indicates strong reliability. The separation of true positives and low false negative rates indicate that the 

model is reliable for classification in the biometric sense. 
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Fig. 4. Confusion matrix of the test 

These significant results are especially notable in the context of the small data constraints mentioned above; however, the 

model clearly has good generalizability. The use of pretrained ResNet50 weights and transfer learning enabled this project 

to develop greater accuracy for each trained epoch, as the model could employ previously learned feature representations 

from very large image datasets (i.e., ImageNet) that sped the learning process and improved the model's accuracy. 
The model fit in Figure 5 was evaluated via depth curve analysis of learning curves for cross-entropy loss and balanced 

accuracy for both the training set and the validation set across the 70 training epochs. The loss curve continuously decreased 

for both the training set and the validation set, indicating that the model learned consistently and accurately reduced its 

error during the training process. The fact that the balanced accuracies for both the training set and validation curves were 

very high and plateaued and thus almost entirely flat over epochs indicates effective generalization and learning for unseen 

data well without overfitting. 

 

Fig. 5. Fitting of the dl model 
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This ability to achieve decreased loss and stable high accuracy demonstrates the model's strong ability to extract meaningful 

features from the data and its ability to be generalized to validation samples. The evaluation results highlight the suitability 

of the ResNet50 design for iris health classification. The model's accuracy, relative to the classification performance of 

state-of-the-art machine learning classifiers, can be a potential tool for iris-based biometric authentication systems. Giving 

resilient performance. 

5. CONCLUSION AND FUTURE WORK 

This study has successfully proven the potential interface between deep learning and biometric systems for developing 

cybersecurity measures. Using a ResNet50-based model for iris health classification, this study fills a major gap in 

biometric authentication systems by accounting for the variability in biometric traits attributable to human health 

conditions. The high performance of the model, with an accuracy rate of 98% and balanced precision and recall metrics, 

illustrates the effectiveness of the model, which can be classified as "mature" or "immature" and is related to the progression 

of cataracts. 

Furthermore, the necessity of treating biometric data as a sensitive and immutable form of personal information, which 

requires an even greater cyber security protocol, is emphasized. A theoretical framework was formed that considered global 

legal standards such as the GDPR and highlighted biometric data protection in places such as Iraq, which has little to no 

protection. This absence of law put employees at risk but also put a 'crack in the foundation' of biometric authentication 

systems. The successful application of transfer learning and deep CNNs (ResNet50) for iris health classification supports 

the incorporation of AI-based health analysis with existing biometric frameworks and potentially reduces the impact of 

identity fraud and breaches that involve compromised biometric data. 

This study is limited and recognizes that future work needs to address and further enhance the reach of the results. While 

the dataset in this study was diverse, it was not very large. Future research should also focus on the collection of larger 

datasets and more varied datasets to reflect an array of iris conditions, lighting environments, and demographic differences 

to increase the generalizability of the model. To deploy further in a live system (biometric system), models such as these 

would need to be further improved in terms of speed and efficiency to explore lightweight architectures suitable for edge 

devices. 

Additionally, iris health analysis could also be integrated with a variety of other biometric models, such as facial recognition 

or fingerprint analysis, to build stronger security systems. Future research should also consider the ever-growing topic of 

adversarial attacks and explore the resilience of AI-based models that are deployed in biometric systems and develop the 

ability to detect and mitigate these types of attacks [131], [132]. Finally, using the insights gained from the legal perspective 

of this study, it is essential to investigate the framework for legal systems–both locally and intonationally–which can put 

in place extra individual rights protection in terms of ethical practices when using AI and biometric authentication systems. 

In conclusion, the most innovative and secure, reliable and ethically sound systems integrate AI, biometric health analysis, 

and cybersecurity. The future of research in this area depends on future research and cross-disciplinary collaboration to 

avoid or at least address the growing challenges at the intersection of technology, law, and security. 
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