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A B S T R A C T  
 

The healthcare sector is witnessing significant development in many aspects thanks to the effects of 
artificial intelligence or software, which has turned out to be the centre of attraction all over the world. 
This is evidence of a simple development in acquiring deep knowledge of the methods and areas in which 
they are used. Face detection, voice recognition, autonomous use, the defence industry, the security 
industry, and other fields may be displayed as examples that help complete tasks. This article surveys the 
impact of deep learning methods and practices in the medical device industry, and we also examine the 
distribution of multi-year data. It is divided into six categories: healthcare, big data and wearable 
technologies, biomedical code, image processing, diagnostics, and the Internet of Medical Things. As a 
result, the medical device industry has grown in recent years through deep learning techniques and the 
use of most research related to diagnosis and image processing. 

 

 

1. INTRODUCTION 

As the population increases throughout the year, health conditions improve dramatically, and epidemics and diseases spread 
[1][2]. Therefore, medical devices have a significant role in developing health institutions and enhancing the capabilities of 
doctors and specialists in monitoring the spread of diseases [3-5]. Humanity faces many unprecedented viruses and 
microorganisms, and it is expected that these viruses will develop in the future. The most famous of these is COVID-19 [6-
8]. The respirators used to treat the COVID-19 pandemic also show how critical medical devices are for human health in 
such epidemics [9][10]. The convergence between modern technologies and healthcare services has created an electronic 
environment for medical diagnosis, patient care, and monitoring the spread of epidemics and viruses [11][12]. The high 
technological rates of medical devices have constantly been rising in recent years. With these developments, it has become 
possible to treat diseases that were previously considered difficult or impossible to treat, and the behaviour of these diseases 
cannot be predicted. One of the most critical factors in this technological development is the application of deep learning in 
medical devices [13-15]. Deep learning is a form of machine learning generally executed using a multi-layer neural network 
architecture and is a promising branch of machine learning [16][17]. In the medical sector, deep learning capabilities are 
being leveraged to perform tasks such as data classification or phenotyping new diseases. Deep learning is considered one 
of the most important artificial intelligence practices in growing the healthcare environment and increasing the efficiency 
and accuracy of medical devices [18-20]. Deep learning analyses huge amounts of data and studies new patterns to make 
accurate predictions, assist doctors and specialists in using devices skilfully, and detect diseases early. Deep learning 
algorithms enhance medical device performance by increasing diagnosis accuracy and customising the appropriate treatment 
for each patient. These algorithms deal with complex and heterogeneous data, including photogrammetry, genetic profiles, 
and physiological data. These algorithms significantly outperform traditional methods of analysing medical big data and 
extracting diverse information from the data while providing significant actionable assistance to doctors and healthcare 
workers. These procedures contribute to facilitating early diagnosis of diseases through the development of medical imaging 
devices and the detection of minute abnormalities in X-rays, MRIs, and CT scans with high accuracy and efficiency. These 
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measures not only speed up the diagnosis process, but also enhance the effectiveness of treatment plans, leading to improved 
patient outcomes. Figure 1 illustrates the importance of deep learning in healthcare. 

 

 
 

Fig. 1. The importance of deep learning in healthcare [21]. 

This study reviews the recent importance of deep learning in medical devices. The studies were divided into six categories 

(healthcare, big data and wearable technologies, biomedical code, image processing, diagnostics, and the Internet of 

Medical Things) according to the fields in which deep learning methods are employed, and the distribution of studies by 

years appears from PubMed database from 1987 to April 2024. 
 

2. THE SURVEY  

Machine learning is the domain that explores computational algorithms that learn from data patterns. In uncomplicated 

terms, it refers to creating computer programs that optimise some evaluation metrics using data as if they were thinking 

like humans. In recent years, thanks to the marked improvement in available devices, deep learning has contributed to 

improving many sectors, including the care sector. Using this approach, models discover and learn relevant representations 

for each problem from the data instead of manually extracting features. Convolutional neural networks (CNNs) are a type 

of neural network that has achieved very high performance in a wide range of AI applications [22-24]. A CNN can be 

considered a neural network that uses identical copies of the same neuron. This method, called shared parameters, allows 

the network to create large computational models while keeping the number of parameters that must be learned relatively 

low. In this section, we will survey the number of studies from PubMed (a free database) involving deep learning in medical 

devices. 

 

 
 

Fig. 2. PubMed database with the keywords “deep learning” and “medical device” from 1987 to April 2024. 
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A total of 3,038 publications were found in the search made on PubMed, the largest database related to medicine [25][26], 

with the keywords "(deep learning) and (medical device)". The biggest leap was made in 2022 with 796 publications. 

Subsequently, 787publications were made in 2023 and 305 in 2024. Figure 2 shows the distribution of publications by 

years from 1987 to April 2024. 

When the same source is searched with the keyword “(deep learning) AND (device)”, 6,424 publications appear. When the 

chart below is examined, it made the biggest leap in 2023 with 1756 publications (see Figure 3).   

 

 

Fig. 3. PubMed database with the keywords “deep learning” and “device” from 1987 to April 2024. 

When the same source is searched with the keyword “(deep learning) AND (medical)”, 6,424 publications appear. When 

the chart below is examined, it made the biggest leap in 2023 with 7836 publications (see Figure 3).  As can be seen from 

Figures 1,2, and 3, deep learning applications are rapidly increasing in the medical device industry. 

 

Fig. 4. PubMed database with the keywords “deep learning” and “medical” from 1987 to April 2024. 
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Deep learning scans made via PubMed are divided into 6 different classes according to where they are used with medical 

devices. Since PubMed is a global database, detailed searches for each field were carried out through this database. As a 

result, there are 253 publications in the field of healthcare, 438 in the field of big data (65 publications) and wearable 

technologies (373 publications), 577 in the field of biomedical signals, 800 in the field of image processing, 2117 in the 

field of diagnosis and finally 30 in the field of the Internet of Medical Things (IMoT) (see Figure 5). When publications in 

these fields are collected, 1,4215 publications are obtained. The chart below shows the distribution of publications, and as 

can be seen, the largest slice of this cake is the use of deep learning methods for diagnostic purposes, with a rate of 50.%. 

 

Fig. 5. Publication distribution according to categories. 

3. THE IMPORTANCE 

Recently, there has been a lot of talk about artificial intelligence (AI), especially after the emergence of many applications 

such as ChatGPT and others [27][28]. For some, it is talking about robots and science fiction films such as Transcendence, 

Ex Machina, Matrix, WALL-E, and I Robot, and others, and for others, it is still a matter of thought and discussion about 

its importance. Although there is some everyday basis where they diverge towards various tracks to make this type of film 

at some point, artificial intelligence concentrates on other goals, such as machine learning, deep learning, and developing 

platforms and applications. Understanding these technologies will give us a clear vision of the future. Where is artificial 

intelligence headed today, and what is its primary purpose?. Comprehending artificial intelligence and how it can be 

emulated was a great event, mainly due to Alan Turing's contribution. Thanks to the Turing Test, it is possible to get a 

general view of its capabilities. Turing defined intelligent behaviour as achieving human-level performance in all cognitive 

and scientific tasks. Subsequently, the traditional concept of artificial intelligence was formulated in the Dartmouth Summer 

Research Project on Artificial Intelligence, based on the proposal of a group of scholars who gathered to establish the basic 

rules for the operation of artificial intelligence methods. Learning and intelligence properties that machines can simulate. 

Artificial intelligence aims to develop machines that behave as if they were intelligent and can be divided into different 

categories, such as systems that think and act like humans and systems that think and act rationally. In addition, these 

machines can perform various tasks, such as natural language processing, knowledge representation, automatic reasoning, 

machine learning, computer vision and robotics, which have characterized the path of artificial intelligence over time in 

developing applications supporting complicated tasks.  

Artificial intelligence techniques contribute to analysing the behaviours and patterns of data, including medical data. 

Among the sources of big data available in medicine are clinical and administrative registries and records, biometric data, 

patient-reported information, medical images, vital signs data, prospective studies, and clinical trials [29][30]. Laboratories, 

hospitals, insurance companies, and pharmaceutical industries can contribute significant financial, disease, and drug data. 

From the nature of this data, various challenges appear for the use of big data in healthcare, such as the desire to share it, 

the appropriate legal and ethical agreements to do so, the large volume of information inputs that will be available, and the 

personalisation of big data. Patient data, sources vary, and even their periodicity, as some will provide data every second, 
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while others will be updated monthly or annually. It is also necessary to evaluate the challenges confronted by individuals 

as diverse as medical and nursing professionals, administrators, insurance and pharmaceutical company employees, and 

others in collecting data and information. This contributes to the enormous variety of data that can be input into AI 

algorithms [32][33]. These algorithms will contribute to improving the performance of healthcare workers, developing 

healthcare systems, and building an integrated electronic environment. 
 

 

Fig. 6. Artificial intelligence in filmmaking and game engines [33]. 

In addition to the diversity of actors organising medical data, it is necessary to consider standardisation processes that allow 

the information recorded for each patient to be transcribed in both handwritten texts and digital texts of medical reports 

and images. Data is generated over time as a clinical case evolves and is saved in various formats, for instance, images, 

insurance claims and even comments made on social media, from the diagnosis stage until the closure of each patient case. 

All the above, within the framework of legality, rules of ethics, transparency, confidentiality, and the protection and privacy 

of personal data, which require patients’ consent and the processes of depersonalisation of said information, as the diversity 

of laws involved in each nation can be a factor preventing the implementation of projects of international scope. Through 

heterogeneous datasets, big data applications in medicine can promote outstanding benefits, such as preventing diseases, 

evaluating health care costs, assessing the effectiveness of drugs, planning improvements, and making appropriate 

diagnoses for each patient. Data that medical experts can leverage to involve big data techniques is organised in a range of 

learning analytics from explicit student actions, such as completing assignments and taking tests, and implicit actions, 

including online social interactions, extracurricular activities, and online messaging. Creating discussion forums and 

integrating artificial intelligence applications into important productions are vital. One of the benefits of the electronic 

medical record is that it integrates all patient care episodes regardless of where and when they occur. It is interoperable 

with other systems, such as administrative and clinical management, economic and financial management, and knowledge 

management. It can be accessed at any time and place where it is necessary for patient care, with limitations arising from 

the safeguards provided by personal data protection legislation. This register is essential and is permitted to be used by 

researchers, planners, service quality assessors, and authorised persons. These people must be secure; all log access must 

be recorded, including who has access and what information has been entered or modified. The implementation of 

electronic medical records has become a necessity because, often, people move from one place to another. Different 

healthcare professionals see it throughout their lives. As a result, it contains more than one medical record, distributed on 

computer and paper files in various locations and with different identification numbers. The electronic health record (EHR) 

should be a guiding tool for improving the significance and efficiency of health and social services, with the patient's needs 

at the centre [34][35]. Correspondingly, it is essential that the patient can access the electronic health record at any time. 

Recently, health institutions in many countries have been seeking to develop and pay attention to medical records by 

developing mechanisms that contribute to improving their quality. Various practices have been employed to reduce in-

person data entry time, such as preventing the physician from becoming an employee recording administrative data required 
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for billing services; this makes physicians spend approximately four times more time and leads to delays in medical services 

for patients and a lack of growth of health institutions. Physicians who employed documentation support interacted with 

patients more than those who did not use these documentation services. Moreover, the increasing use of AI in medicine 

reduces manual work, saves primary care physicians time, and increases productivity, accuracy, and usefulness. The clinical 

history can only be visualised by considering the dataset. Most IT solutions for medical techniques do not rely on algorithms 

that learn from data. Instead, they use systems created by specialists (computer and medical scientists) to survey data and 

recommend treatments. The algorithms required to develop this AI must be made by programmers collaborating with those 

who know about health issues, namely physicians and healthcare workers. 
 

4. CONCLUSIONS  

This paper presents statistics of publications in which deep learning methods were used in the medical device industry. It is 

divided into sections according to the fields in which they are used. Statistics show that in the last years, from 2018 until 

now, deep learning has been of great importance, especially in diagnosis and image processing. In addition, deep learning 

is being integrated into radiology, body segmentation, and the IMoT, which is vital in improving electronic healthcare 

services. Upon examining the literature, it is noticed that deep learning methods are attracting increasing interest in the 

medical device industry. Deep learning will continue to make a significant impact through algorithms that contribute to 

decision-making and support for healthcare workers. From the results, medical devices have come last in the field of the 

Internet, and deep learning methods have become widely spread in the medical field and the medical device industry. 
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