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A B S T R A C T  
 

 The areas of Natural Language Processing, Text Analysis, Text Preprocessing, Stemming, etc. are the 
most important study fields at the moment. Sentiment analysis is employed for all of these areas. Study 
of sentiment is performed by using a variety of methods and tools to the task of analyzing unstructured 
data in such a way that it is possible to get objective findings from the analysis of said data. These 
methods, in their most fundamental form, make it possible for a computer to comprehend what a human 
person is saying. A variety of methods are utilized in the process of sentiment analysis in order to assess 
the attitude conveyed by a given text or sentence. A machine learning approach and a lexicon-based 
approach are the two primary categories into which it may be divided, depending on which method was 
used to develop it. For the purpose of gaining insights into the market and improving performance, 
businesses utilize sentiment analysis. The use of sentiment analysis in the process of developing a smart 
society is enormous, and there is a pressing need to define the trend in a comprehensive manner. The 
fundamental objective of this study is to present an in-depth investigation of the several platforms that 
are now accessible for the execution of Big Data Sentiment Analysis Methods. This study examines the 
various hardware platforms that are currently available for big data analytics and evaluates the benefits 
and drawbacks of each of these platforms based on a number of different metrics, including scalability, 
data I/O rate, fault tolerance, real-time processing, data size supported, and iterative task support. 

 

1. INTRODUCTION 

An individual, an organization, a problem, an event, or a topic can all be subjected to sentiment analysis[1, 2], which is 
a computer research aimed at understanding people's ideas and feelings towards these things. SA provides market intelligence 
to improve both the performance of businesses and the image of brands. SA[3] is used by customer-centric companies to 
gain consumer intelligence, which is then used to drive business strategy. In order to grasp the requirements of the inhabitants, 
analytical technologies such as text mining, machine learning, and natural language processing (NLP)[4] are utilized. A 
smart society is one that incorporates the use of digital technology to improve the lives of its residents, the economy, and the 
performance of its institutions. The building of smart governance, smart infrastructure, and smart solutions can all be 
accomplished with the help of SA. The voices of customers have already been included into the business structures of 
corporations as a means of co-creating value. For instance, SA may be utilized in the research and study of consumer 
behavior, as well as in the engagement and relationship marketing of consumers. Emergent research is being done in the area 
of the adoption and implementation of SA in city administration, and the field is now in the period of evolution. The public's 
opinions serve as a source of real-time social data and serve as social sensors when using social media as an information 
source for gaining valuable insight into society. Analysis of sentiment on social media helps to determine the feelings and 
perspectives of users in order to evaluate societal problems. These days, several social sites including Facebook, TikTok, 
and YouTube are quite popular among users. People have started sharing a big collection of videos online in order to 
communicate their thoughts and opinions on many topics. It has been estimated that more than five hours worth of video 
content is uploaded to YouTube every single second. These films provide a wide variety of information pertaining to a 
variety of items and services, which increases the variety of options available to customers for obtaining information about 
products or services from other customers. [PL08, LZ12] "Sentiment analysis" is an all-encompassing study topic that 
focuses on people's opinions, assessments, attitudes, and emotions in relation to different things. Since the beginning of the 
new millennium, sentiment analysis has emerged as a central topic of investigation in a wide range of fields, including natural 
language processing, web data mining, social media research, consumer research, and even stock market analysis. Sentiment 
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analysis places more of an emphasis on the detection of overall sentiment at the document level or at the phrase level in its 
early stages [Tur02, PLV02, DC04, DLP03, LLS03, MYTF02, NY03, PL08]. [These studies] [Tur02, PLV02, DC04, 
DLP03, LLS03, MYTF02, NY03, PL08] Each document has the potential to be categorized as either positive or negative, 
with the entire document being taken into consideration as the atomic input. There are several Big Data Sentiment Analysis 
Techniques accessible, each of which possesses a unique set of qualities; hence, selecting the appropriate platform calls for 
an in-depth understanding of the capabilities offered by each of these platforms. When determining whether or not it is 
acceptable to construct analytics-based solutions on a certain platform, one of the most important considerations to take into 
account is the capability of the platform to adjust to rising demands for data processing. In order to achieve this goal, we will 
begin by providing a comprehensive overview of all of the prevalent big data platforms that are presently being utilized in 
the industry and highlighting the benefits and downsides associated with each of these platforms in turn. When a user has to 
select the appropriate platforms from which to pick, he or she will often have to do an investigation into the requirements of 
the application or algorithm. Before arriving at the best choices, one will inevitably grapple with a number of fundamental 
questions in their head. 

 

2. BACKGROUND 

Based on the literature and research articles published over the course of the previous few years, this section offers a 
synopsis of the numerous research projects that have been carried out in the field of sentiment analysis by a large number of 
scholars. Big data sentiment analysis is the phrase used to describe the real-time processing of enormous volumes of data 
collected at high rates from a variety of sources with minimum latency. This type of analysis is known as "big data" sentiment 
analysis. Moemeng and Porntrakoon[5] came up with the idea for SenseComp, which is a technology that uses 
multidimensional lexicons and a technique called sentiment compensation to automatically assess the Thai sentiment of a 
consumer's review in terms of the product, the price, and the delivery dimensions. We spoke about multi-dimensional trust 
measurement as well as Thai sentiment analytics, in which the opinions of customers are analyzed to determine the trust 
score of a product or an online seller. The review that ChhayaChauhan[6] is concentrating on focuses on the algorithms and 
approaches that were used to extract a feature-wise summary of the product and examine those summaries in order to write 
an honest assessment. In 2017, Maria et al.[7] proposed using a hybrid approach for the prediction of sentiment. In this 
approach, context-sensitive coding provided by Word2Vec and sentiment/emotion information provided by a lexicon were 
combined. This was done in order to get the best results possible in terms of efficiency, accuracy, and the amount of time it 
took to complete the task. A hybrid system solution to the Sentiment Analysis issue at the sentence level was suggested by 
Orestes Appel et al. in 2016[8]. This technique gives a high degree of accuracy of 88.02 percent and precision of 84.24 
percent. A approach known as natural language processing (NLP) is utilized here. The results obtained using the hybrid 
approach are compared to those obtained using the Naive Bayes (NB) and Maximum Entropy (ME) techniques. The hybrid 
method is presented for use with three distinct data sets. Abinash Tripathy et al.[9] attempted to categorize movie reviews 
using a variety of supervised machine learning algorithms. They did this by applying the algorithms to the data. Ioannis 
Korkontzelos and colleagues[10] conducted a study to investigate the impact that sentiment analysis has on the process of 
collecting adverse medication responses from online forum postings and tweets. The automatic identification of ADR was 
difficult because to its vast size; but, with the help of this technology, it became much simpler. Using a deep learning 
approach to the sentiment analysis of tweets, Aliaksei Severyn and Alessandro Moschitti[11] predicted polarities at both the 
message and the phrase level. For this, they used an unsupervised neural language model that trained initial word embedding, 
and further was tuned to find the polarities. 
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Fig.1. Flow of general model 

 

 

 

3. BIG DATA SENTIMENT ANALYSIS  

 

Analysis of opinions expressed in text is the focus of ongoing research in the subject of natural language processing, 
which is known as sentiment analysis. Analysis of sentiment is used in a wide variety of contexts, including product 
evaluations[12], comments from customers, political discussions, and more. Sentiment analysis is an issue that has been 
investigated extensively in the field of Natural Language Processing (NLP)[13, 14]. It has recently gained popularity as a 
method for collecting the thoughts of customers based on online reviews or social networking websites. Analysis of sentiment 
based only on texts may be broken down into two categories: those that are knowledge-based and those that are statistical. 
At first, knowledge-based techniques were employed extensively; however, given that this kind of strategy is not based on 
the requirements and preferences of customers, researchers have steadily favored using statistical approaches, particularly 
supervised ones. Even while there have been studies that have focused on emotion detection[15, 16] based on auditory and 
visual modalities, very few of those studies have combined text with the other modalities, which is what is meant by the term 
"using multimodal characteristics." Several different pieces of research have employed visual clues to do sentiment analysis 
on evaluations of products and films. Recent work in multimodal sentiment analysis has focused on approaches from artificial 
intelligence, such as the combination of neural networks. For instance, multiple-kernel Convolutional Neural Networks 
(CNN) and Select-Additive Learning (SAL) CNNs are capable of learning characteristics that are generalizable across 
speakers. Tensor Fusion Network (TFN) was presented by[16]. as a method for learning the intra-modality and intermodality 
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of various modalities (T, A & V). On the other hand, the contextual linkages have not been taken into account in any of the 
investigations that have been discussed. In order to solve this issue, Poria et al. suggested using hierarchical LSTMs to learn 
the contextual information of multimodal features in conjunction with CNN for the extraction of context-independent 
unimodal features. Poria et al. offered an architecture that combined a variety of different modalities that was based on the 
opinions of customers. In their study, [16]. offered multi-attention blocks as a means of capturing the interaction between 
several modalities. Chen et al. came up with the concept that a model need to have the ability to "gate" important modalities 
at each and every instant. Additionally, the modalities that do not offer essential information can be turned off. 

• Aspect Term Extraction 

The goal of the basic job known as aspect extraction (AE)[17,18] in the ABSA system is to identify the aspects on which 
reviewers have provided their feedback. Finding noun phrases, making use of opinion and target relations, supervised 
learning, and topic modeling are some of the methods that may be utilized to extract aspects. Dictionary-based or rule-based 
techniques come in first, while deep learning-based methods come in second. These are the two primary categories that are 
used to classify AE problems in terms of the methods that are used to solve them. In supervised learning, the problem is 
typically modeled as a sequence labelling job. To begin, a review is broken down into individual tokens, and then it is 
deduced whether or not the token corresponds to any certain facet. Each token has a label that indicates either "Begin," 
"Inside," or "Outside." A continuous group of tokens that are labeled with a single B and then followed by either one or more 
Is until the O forms an aspect. The example 1.1 battery life demonstrates what the aspect word looks like. 

• Aspect Sentiment Classification 

Aspect Sentiment Classification (ASC)[19] is a subsequent task of AE that aims to classify the sentiment polarity of the 
extracted aspect terms of the review sentence as either positive, negative, or neutral. This can be accomplished by 
categorizing the extracted aspect terms as "positive," "negative," or "neutral," respectively. Prior to the development of 
BERT, the designs of recurrent neural networks (LSTMs) and convolutional neural networks were the two types of deep 
neural networks that were utilized most frequently for the ASC problem. On the objective of aspect-based sentiment 
classification, state-of-the-art results were achieved by BERT-based models and modifications of such models. 

4.  SCALABILITY 

 
Because of the enormous quantity of data involved, the difficulty of scalability is one of the most difficult challenges to 

solve in massive data streaming analysis and sentiment analysis. This is one of the most difficult problems to overcome. The 
quantity of big data that is being produced is growing at an exponential rate, which is a significant amount quicker than the 
rate at which computer resources are being added. Despite the fact that processors adhere to Moore's law, the quantity of 
data being created is expanding at an exponential rate. The development of scalable frameworks and algorithms that will 
accommodate the data stream computing mode, as well as the development of an effective resource allocation strategy, and 
the resolution of parallelization issues, should be the primary focus of research efforts in order to deal with the ever-increasing 
size and complexity of data. This should be the primary focus of research efforts in order to deal with the ever-increasing 
size and complexity of data. 

5. TEXT PREPROCESSING 

 
Because the computer cannot instantly grasp English words while working with text data, it is required to preprocess the 

corpus. Different goals are served by each stage of the preprocessing. Some of them get rid of letters that aren't necessary, 
some condense many words into a single root phrase, while yet others give each word its own own number identification. 
Each step is necessary, however the text preparation stages differ from corpus to corpus, thus it is necessary to justify each 
component individually. Each step plays a crucial function. 

• Cleaning Text 

The correction of contractions was the initial stage in our cleaning process. We separated the words into their two 
individual components so that the complete meaning would be maintained. If nothing more is specified, the computer will 
differentiate between "don't" and "do not." After doing all of this, we went on to the following phase after conducting a 
search in the dictionary for probable contracted terms. We removed all of the punctuation from the corpus so that the text 
would be easier to understand, the learning process would go more quickly, and the model would be more reliable. Networks 
that use punctuation become increasingly reliant on its proper use. The model will produce inaccurate results if any marks 
are omitted, as is typical with reviews, or if the punctuation is altered in any way. In addition, the work that is being done is 
restricted by the hardware that is running the models, which is why accelerating training is vital. After removing all of the 
punctuation, we were left with non-standard characters to work with. Since the data comes from Amazon customers in the 
United States and is in English, we got rid of any characters that weren't alphanumeric. Other characters shouldn't have any 
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bearing on the interpretation of the data. Emojis and other expressions of emotion are not permitted in customer evaluations 
on Amazon. The subsequent preprocessing approach that we used helped the machine read information more quickly. 

• Stop Word Removal 

Because not every word contributes substance to a phrase and many only give structure, we have eliminated certain terms 
that are unnecessary. The only use that stop words serve is to act as determiners, namely for marking nouns such as "the" or 
coordinating conjunctions such as "but" or prepositions such as "in." The meaning of the text is not affected in any way by 
these words, despite the fact that they contribute to the formation of a language. Eliminating these terms requires merely a 
search using the NLTK package, and it results in the model being trained more quickly and receiving a greater boost as a 
result. We have avoided dealing with or cleaning any bits of the text that may have significance up to this point, but the step 
that comes after this one breaks with that pattern. 

• Lemmatization 

Lemmatization is the process of converting words into their root terms, which saves the computer from having to learn 
each and every form of a word. As an illustration of this procedure, the statements "I loved this product," and "I adore this 
product" are consolidated into the single sentence "I love this product." The only thing that differentiated them was the tenses 
that they used to express the content and mood. Converting the input to a single root helps the computer learn from it more 
effectively because we are not concerned about tenses. Unfortunately, lemmatization is not a straightforward process due to 
the prevalence of homophones, which are words that share the same spelling but have different meanings. As a result, we 
made use of the NLTK package so that every word in the text could have its respective part of speech tagged. After that, we 
were able to determine whether a phrase has a base root by conducting a search in the dictionary alongside the search. This 
method was repeated for each word in the corpus, and once a root was found, the phrase was transformed in accordance with 
that root. The lemmatization stage was the final significant step in the high-level text alteration process.  

6. DISCUSSION OF BIG DATA STREAMING TOOLS 

 
Within the scope of this review are a number of works that investigate the analysis of sentiment by making use of deep 
learning models. Since emotion analysis is used to predict user opinions, deep learning models revolve around predicting or 
imitating the human mind, and deep learning models provide more accuracy than shallow models, it has been demonstrated 
that with deep learning methods, feeling can be analyzed in a more effective and accurate way. This has been shown after 
analysis, and it has been demonstrated that with deep learning methods, feeling can be analyzed in a more accurate and 
effective way. Deep learning networks feature a greater number of hidden layers than traditional neural networks, which 
only have one or two hidden layers. This gives deep learning networks an advantage. It has been demonstrated that private 
architectural RNNs equipped with gateways consisting of LSTMs are extraordinarily effective at capturing the statistical 
importance of string inputs. LSTM is the first network to offer a gateway mechanism, which was developed to overcome the 
problem of fading gradients and capture long-range dependencies. LSTM is also the network that introduced the term 
"gateway mechanism." The training that may be received from deep learning networks can be either supervised or 
unsupervised. Deep Learning Networks do not include any kind of human interference, but Morale Analysis incorporates a 
wide variety of issues of their own. You are able to install a number of activities by making a few straightforward 
modifications to the system. Additionally, this technique has several restrictions, such as the use of SVM. Training needs a 
substantial financial investment and extensive amounts of data. In contrast to LSTM, these more involved models might take 
many weeks to complete. There are other models, such as LSTM, that perform exceptionally well in deep learning models. 
When compared to the other study, which utilized 470,000 tweets and had an accuracy of 70 percent, the one in which the 
author employed less data points is the superior one. This study used only 10,000 tweets and had a high accuracy of 64.46 
percent. A total of 100,000 items were gathered by the author, and they were accurate 89.5 percent of the time. As a result, 
it is possible to reduce the amount of time spent on feature engineering. In contrast to other models, such as SVM, which 
might take weeks to complete and have very high associated costs. 

TABLE I OPEN-SOURCE TOOLS AND TECHNOLOGY FOR BIG DATA SENTIMENT ANALYSIS 

 
No. Tools Source 

1.  Quadratic LSTM-RNN [19] 

2.  LSTM and Dynamic CNN [20] 

3.  RNTN and RNN [21] 

4.  Markov Model, SVM, NB [22] 

5.  CNN,LSTM, CNN+LSTM [23] 

6.  Deep Intelligent Contextual 

Embedding 

[24] 

7.  Bi-LSTM with attention 

mechanism 

[25] 

8.  NB, ANN, SVM [26] 
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A platform that has a high spike load profile, such as a gaming platform, may find that a deployment that is structured as a 
platform as a service is the most suitable option. According to the information provided by the corporation, customers won't 
be charged until after their data has been processed if the platform distribution can be accomplished using an Infrastructure 
as a Service cloud platform. On-premises deployment is a potential option worth considering when dealing with needs that 
are either predictable or ongoing. In the event that the workloads are diverse, it is possible that an implementation strategy 
that includes both the cloud and on-premises components will be investigated (i.e., consisting of consistent flows and spikes). 
This makes it possible to integrate web-based services or apps in a smooth manner, as well as to have remote access to key 
tasks while traveling without sacrificing speed. 

7. CHALLENGES IN SENTIMENT ANALYSIS 

 
The conduct of sentiment analysis is fraught with a number of difficulties, the likes of which include high processing costs, 
informal writing, and the prevalence of linguistic diversity. In this section, we examine the difficulties associated with 
sentiment analysis that are more likely to arise with specific types of sentiment structures, as indicated in Table 1. A few of 
the significant difficulties encountered in sentiment analysis are as follows: Formal sentiment reviews provide structured 
feelings; these evaluations concentrate more on formal issues; such as books or research. Due to the fact that the authors are 
trained experts, they are able to provide views or observations that are relevant to scientific or factual issues. Sentiments that 
are semi-structured lie between those that are structured and those that are unstructured. These demand a grasp of a wide 
variety of topics pertaining to reviews. This method, which is based on benefits and disadvantages, is mentioned individually 
by the writers; the pros and cons sections are often consisting of brief phrases. This method is dependent on both benefits 
and downsides. Unstructured Sentiment is a sort of writing that is casual and free-flowing, and the writer is not restricted by 
any rules when they are writing it. The passage could have more than one sentence, and every one of those phrases might 
have the potential to incorporate both positives and negatives. For instance, unstructured reviews provide more information 
about the authors' opinions than their more formal counterparts do. An explicit feature of the product is one that is described 
in a section or chunk of a review sentence. This type of feature is referred to as a "explicit feature" of the product. To provide 
just one example, the visual in that portion is just stunning. The picture is a clear aspect of the product. When a feature of 
the product is not specifically spoken out in the review section but is nevertheless understood to be there, we refer to this 
feature as an implicit feature of the product. For example, in that part of the section, it is quite costly, and one of the feature 
signs for that portion is expensive. In view of the important importance of sentiment analysis, the purpose of this study is to 
investigate the link between the perspective structures of respondents and the difficulties that pertain to sentiment analysis. 

8. CONCLUSION AND FURTHER WORK 

 
Controlling and predicting people's sentiments and views is what sentiment analysis is all about. In this particular piece of 
research, sentiment analysis is carried out by utilizing deep learning methodologies. Since deep learning is composed of a 
large number of correct models, it may be used to the resolution of a wide variety of issues in an efficient and precise manner. 
This review takes a look at a number of different research to gain an understanding of the many effective uses of deep 
learning in the field of emotional analysis. Acquiring a high degree of accuracy has shown to be the solution to a great 
number of issues that have arisen in the fields of deep learning and sentiment analysis. Next, we will put into action the 
Kaggle model that was developed to evaluate Arab emotions and achieve an accuracy rate of 96 percent. This model consists 
of a CNN layer, then an LSTM layer, and finally a prediction layer that is completely connected at the end. The prediction 
layer will have one output class that is one of three emotional categories (positive, negative and neutral). 
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