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A B S T R A C T  
 

The field of machine translation (MT) has seen significant advancements with deep learning (DL) 

techniques for translating texts among different languages. Despite the wealth of studies, there exists a 

noticeable gap in significant research dedicated to its translate Sulfur manufacture texts, primarily 

hindered by resource scarcity and the intricate grammatical structures inherent to these texts. This paper 

explores the application of transformer-based Arabic MT for sulfur manufacture texts, including its 

attention mechanisms and encoder-decoder framework, focusing on the new model ability to handle the 

linguistic and syntactic complexities inherent in these languages, such as morphological richness and 

context, and how the transformer's self-attention mechanism addresses these issues. It discusses the 

specific challenges of our proposed translation model, the obtained results indicate that this model is 

effective and has an accuracy of 90.7% in comparison with Mishraq application, which has 84.9% for 

the same test samples. 

 

 

 

 
  

 

1. INTRODUCTION 

MT has become an important component of internet communication [1], facilitating the interaction among different culture 
backgrounds across borders. In the last ten years, DL techniques for MT [2] has achieved great success in automatically 
translating English-Arabic language text by transformer models, outperforming seq2-seq and encoder-decoder MT [3]. The 
swiftly evolving domain of artificial intelligence, MT have marked significant milestones [4], owing much of their progress 
to groundbreaking models like the transformer. Introduced in the seminal paper “Attention Is All You Need” [5], the 
transformer model has reshaped our approach to processing language computationally, moving beyond the constraints that 
once limited the scope of DL applications in linguistics [6]. Although the quality of the translations generated, the systems 
are not perfect yet, needs to increase the dataset used, and training method [7][8]. 

Transformer models, has made a significant advancement in the MT field, as these models demonstrate state of-the-art 
performance across various benchmark datasets [9]. Now, we can obtain high-quality translations for a specific task or 
domain by transformer models with a training data set, by fine-tuning these pretrained models [10], there are still challenges 
in achieving accurate and fluent translations for Arabic language in different domains [11]. The transformer-based MT 
requires very large corpus sizes to train and evaluate the results. This paper, explores the performance of different 
transformer-based English-Arabic MT model [12]. We aim to compare the effectiveness of these models that can assess 
state-of-the-art results in a large set of translation tasks. 

2. RELATED WORK 

Before the advent of DL, MT was dominated by rule-based and statistical methods. Rule-based MT, relied heavily on 
linguistic rules and bilingual dictionaries [13][14]. Statistical MT (SMT), SMT models used probabilistic methods to align 
and translate text based on large corpora of parallel texts [15].  While SMT provided improvements over rule-based 
approaches, it still faced limitations in handling long-range dependencies and context [16], often producing translations that 
lacked coherence [17][18]. The introduction of DL-based MT marked a transformative shift in MT technologies [19]. Early 
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NMT models, sequence-to-sequence (seq2seq) architectures with recurrent neural networks (RNNs), and long short-term 
memory networks (LSTMs), offered better handling of context and semantic information [20][21]. Key developments in this 
era include: 

Introducing the attention mechanism [22], which significantly improves the performance of seq2seq models by allowing the 
model to focus on concentrate on the most relevant parts of the input sequence dynamically [23]. Extending attention 
mechanisms to different forms, including global and local attention, enhancing translation accuracy and alignment. Despite 
these advancements, seq2seq models with RNNs and LSTMs still faced challenges with long-range dependencies and 
computational inefficiencies [24]. Transformer models, introduced by [25], revolutionized DL-based MT with its novel 
architecture. Unlike RNN-based models, transformers leverage self-attention mechanisms to process sequences in parallel 
[26]. Transformers have set new benchmarks in MT, significantly outperforming traditional models in terms of translation 
quality and efficiency [27]. Notable transformer-based models include: 

• BERT (“Bidirectional Encoder Representations from Transformers”), pretrained on large corpora and fine-tuned 
for various tasks, demonstrating substantial improvements in language understanding [28]. 

• GPT (“Generative Pre-trained Transformer”), fastens on cohesive generation and contextually relevant text 
[29][30]. 

• T5 (“Text-to-Text Transfer Transformer”), treats all language tasks as text-to-text problems, enhancing model 
versatility [31][32]. 

The English-Arabic language pair poses unique challenges due to significant linguistic differences, including syntax [33], 
complex morphology, vocabulary, and bidirectional context [34][35]. Transformer models began addressing some of these 
issues, with adaptations for Arabic's morphological richness. With improvements in translation quality for this language pair 
[36]. 

3. TRANSFORMER ARCHITECTURE  

The transformer architecture [5], represents a fundamental shift in MT, moving away from recurrent and convolutional 

models to a fully attention-based approach [37]. The transformer model consists of an encoder-decoder framework. Each 

component is built from six layers that include multi-head self-attention mechanisms and feed-forward neural networks, and 

position-wise sublayers [38]. The model processes input sequences in parallel, which enhances computational efficiency and 

allows it to handle long-range dependencies effectively [39]. Fig. 1 shows the configuration of the transformer model with 

appropriate hyperparameters includes the number of layers, attention heads, and hidden dimensions. Typical settings might 

include (6) encoder layers and (6) decoder layers, with (8) attention heads and (512) hidden dimensions [40]. 

Encoder Network 

(6) Layers

Input Embedding

+Positional Encoding

Input Tokens (W1, W2, .., Wn)

Decoder Network

(6) Layers

Output Embedding

+ Positional Decoding

Output Tokens (T1, T2, .., Tm)

Output probabilities 

Linear

Softmax()

 

Fig. 1. The transformer model architecture [5][41]. 

The transformer consists of two main steps; those are Encoder (as shown in Fig. 2) and decoder (as shown in figure 3). 
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Encoder Network
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Fig. 2. The Encoder network architecture [6]. 

The encoder begins by converting input embedding tokens, words or sub words into vectors using embedding layers; each 

word is embedded into a vector of size 512 (fixed-sized). This allows them to understand the position of each word within 

the sentence. To do so, a combination of various sine and cosine functions are employed to create positional vectors that 

enable the use of this positional encoder for sentences of any length [41], as given in Eq. (1). 

 

                  𝑃𝐸(𝑝𝑜𝑠,2𝑖) = sin (
𝑝𝑜𝑠

10000

2𝑖
𝑑𝑚𝑜𝑑𝑒𝑙

) ; 𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = cos (
𝑝𝑜𝑠

10000

2𝑖
𝑑𝑚𝑜𝑑𝑒𝑙

)                                                                  (1) 

The encoder consists of a stack of identical layers, each comprising: 

• Self-Attention mechanism; it computes attention scores to determine the relevance of different words in the input 

sequence with respect to each other. The self-attention mechanism allows the model to capture contextual 

relationships within the sequence. For each position in the input, it generates a weighted sum of all positions [32], 

considering the importance of each word in context using Eq. 2. Then, followed by add and normalization, for each 

sub-layer in self-attention. 

                                             𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉                                                                           (2) 

• Feed-forward neural network (FFNN); it applies a position-wise feed-forward network to each position is processed 

individually and uniformly. The network comprises two linear transformations with a ReLU activation function 

between them, enabling the model to capture intricate patterns in the data [42]. Then, followed by Add & 

Normalization; for each sub-layer in FFNN. 
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Fig. 3. Decoder network architecture [43] 

The decoder is generating the target output sequence from the encoder’s representation. It consists of a stack of identical 

layers, each comprising: 

• Masked Self-Attention Mechanism; this mechanism is similar to the self-attention used in the encoder but includes 

masking to prevent attending to future tokens in the sequence. This ensures that predictions for a given position, 

maintaining the autoregressive property of the model [44]. Masked output is calculated using eq. 3. Then, followed 

by add and normalization, for each sub-layer. 

                                              𝑀𝑎𝑠𝑘𝑒𝑑 𝑂𝑢𝑡𝑝𝑢𝑡 =
𝑄𝐾𝑇−  .  𝑀

√𝑑𝑘
 . 𝑉                                                                          (3) 

• Encoder-Decoder Cross Attention [45]; this layer performs attention over the encoder’s output, allowing the 

decoder to concentrate on related parts of the input sequence while generating each target token in the output 

sequence. It combines information from the encoder and the previously generated tokens. Then, followed by add 

and normalization, for each sub-layer. Attention weight [5]is calculated using eq. 4. The context vector represents 

the aggregated information from the encoder that is relevant to the current decoder position. 

                                     𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑊𝑒𝑖𝑔ℎ𝑡𝑠𝑐𝑟𝑜𝑠𝑠 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(
𝑄𝑑𝑒𝑐𝐾𝑒𝑛𝑐

𝑇

√𝑑𝑘
)                                                          (4) 

• FFNN similar to the encoder, this applies a position-wise feed-forward network to each position in the decoder [46] 

using eq. 5. Then, followed by add and normalization, for each sub-layer using eq. 6. 

                              𝐹𝐹𝑁𝑁(𝑥) = 𝑅𝑒𝑈𝐿(𝑥𝑊1 + 𝑏1)𝑊2 +  𝑏2                                                                               (5) 

                               𝐿𝑜𝑠𝑠 = − ∑ (𝑦𝑖 . log ŷ𝑖)
𝑠𝑖𝑧𝑒
𝑖=1                                                                                                       (6) 

4. METHOD  

This section gives an overview of the methods and algorithms for Sulfur Manufacture Texts domain adaptation using 

transformer models. First, information about the corpus training dataset, vocabulary dictionary, then our approach is 
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presented (transformer model and training model), ales presented concept word dictionary dataset. Lastly, the metric we used 

for evaluation are described, as shown in Figure 4. 

       Proposed Model

    Methodology Outline

Corpus

Training Dataset

Data Preprocessing 

Test set Validation set Train set Training Model Transformer model

Source Text Target Text

Database

Proposed Model

Evaluation

Reslt

Target Text ( Human reference )

Vocabulary Dictionary

Split dataset

 

Fig. 4. Proposed methodology [41] 

The proposed model consists of the corpus training dataset, data collection and preparation and utilize large-scale parallel 

corpora for English-Arabic, from the special corpus of sulfur manufacturing datasets, include more than (120,000) text. 

These corpora provide different and aligned sentences in both English and Arabic languages. Text preprocessing is crucial 

for optimizing the source text before feeding it into a MT model [47] [48]. It ensures that the text is clean, consistent, and 

suitable for the model, thereby improving training efficiency and model robustness  [49]. The objective of text cleaning is to 

prepare the raw text by removing unwanted elements and correcting errors, remove noise involves eliminating extraneous 

characters and formatting issues. Let (S) be the input text, which includes English characters, numerical, symbols and tags. 

The cleaning text function Remove(S), can be represented as given in Eq. 7. [47]: 

                                        𝑅𝑒𝑚𝑜𝑣𝑒(𝑆) = {𝑠𝑖 ∈ 𝑆 |𝑠𝑖  𝑖𝑠 𝑈𝑛𝑤𝑎𝑛𝑡𝑒𝑑 𝑠𝑦𝑚𝑏𝑜𝑙𝑠 𝑎𝑛𝑑 𝑡𝑎𝑔𝑠}                                                   (7) 

While filtering involves correcting typos, grammatical errors, and inconsistencies. It also ensures that the text is in the desired 

language. Let Lang(𝑆) be the detected language of text 𝑆. Define a target language as Lang target. The filtering process can 

be described as given in Eq. 8. [48]: 

                                         𝑓𝑖𝑙𝑡𝑒𝑟(𝑆) = {𝑠𝑖 ∈ 𝑆 𝐿𝑎𝑛𝑔(𝑠𝑖) =  𝐿𝑎𝑛𝑔 𝑡𝑎𝑟𝑔𝑒𝑡}                                                                     (8) 

The objective of normalization is to convert the text into a uniform format to reduce variability and noise; therefore, all 

characters are converted to lowercase to ensure consistency. Let 𝑋 be the original text and 𝜙 be the normalization function. 

It process can be expressed as given in Eq. 9. [47]: 

                                                                        ϕ: X →  ϕ (X)                                                                                                 (9) 

Where 𝜙(𝑋) is the normalized text. This might include lowercasing; we can be represented as a function lowercase that maps 
each character 𝑐 to its lowercase form. For a string 𝑆 ={𝑠1, 𝑠2, …, 𝑠𝑛}, lowercasing can be represented as given in Eq. 10. 
[48]: 

                                          𝐿𝑜𝑤𝑒𝑟𝑐𝑎𝑠𝑒(𝑆) = {𝑙𝑜𝑤𝑒𝑟𝑐𝑎𝑠𝑒(𝑠1), 𝑙𝑜𝑤𝑒𝑟𝑐𝑎𝑠𝑒(𝑠2), … , 𝑙𝑜𝑤𝑒𝑟𝑐𝑎𝑠𝑒(𝑠𝑛)}                               (10) 

Removing punctuation and expanding contractions. Eliminate punctuation marks from the text. Let Punc be the set of 
punctuation characters. The function for removing punctuation as as given in Eq. 11. [49]: 

                                                         𝑅𝑒𝑚𝑜𝑣𝑒(𝑆) = {𝑠𝑖 ∈  𝑆 ∣  𝑠𝑖 ∉  𝑃𝑢𝑛𝑐}                                                                     (11) 

Tokenization is the process of determining the longer processing units consisting of one or more words. This task involves 
identifying sentence boundaries, done through break down the text into sentences, or phrases that the MT system can process, 
as given in Eq. 12. [19]: 

𝑓(𝑡𝑒𝑥𝑡) =  {𝑠1, 𝑠2, … , 𝑠𝑛}                                                                                         (12) 
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Tokenization transforms text into a sequence of tokens Text={s_1,s_1,…,s_m}, where m ≤ n. Then, dividing each sentence 
into words that the MT system can process, as given in Eq. 13. [19][49]: 

𝑓(𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒) = {𝑤1 , 𝑤2, … , 𝑤𝑚}                                                                               (13) 

Tokenization sentences into a sequence of tokens, Sentence= {w1, w2,…,wk}, where k ≤ m as shown in Figure 3.3. These 
prepossessing steps help ensure that the text is in the best possible shape for MT. We split dataset into 70% train set, 10% 
validation set, and 30% test set. Leading to more accurate and contextually appropriate translations [50]. This helps in 
improving the model performance. This comprehensive preprocessing strategy contributes to the model's adaptability and 
robustness, crucial qualities for effective MT models. The training model by a large parallel corpus get from training set and 
validation set with techniques such as teacher forcing. Optimize using the Adam optimizer with learning rate schedules, such 
as the learning rate warm-up and decay strategies [51]. Then apply techniques such as dropout and label smoothing to prevent 
overfitting and improve generalization. The training objective is to minimize the difference between the predicted sequence 
and the true sequence. This is typically done using the cross-entropy loss for each token in the target sequence [6]. 
Mathematically, for a given token position using eq. 14. 

                                                     𝑇𝑜𝑡𝑎𝑙 𝐿𝑜𝑠𝑠 = ∑ 𝐿𝑜𝑔(𝑦𝑡 | 𝑥, 𝑦<𝑡 )
𝑇
𝑡=1                                                                            (14) 

The translation model, we fed the train set, validation set to our proposed MT using transformer’s model. Then training 
model’s output is saved in a dictionary of words, which has English-Arabic words, or phrase meanings. It uses the dictionary 
to find the equivalent meaning of words during test step. Its innovative self-attention mechanism and parallel processing 
capabilities.  The transformer model has indelibly transformed the landscape of MT [46]. Its development addressed the 
limitations of previous models and opened up new avenues for exploration and advancement in the field. The success of the 
transformer has inspired a plethora of subsequent models [52], such as BERT, GPT, and T5, each building on its foundational 
principles to enhance further our ability to process MT [53]. The transformer is a pivotal achievement in the ongoing journey 
of DL research, signifying a milestone in our quest to decode the complexities of Arabic language. Then, we apply techniques 
such as dropout and label smoothing to prevent overfitting and improve generalization. The decoder's final output is passed 
through a linear layer and SoftMax to produce probabilities for each token in vocabulary using eq. 15. 

                            𝑃(𝑦𝑡 | 𝑥, 𝑦<𝑡 ) = 𝑆𝑜𝑓𝑡𝑚𝑠𝑥(𝐷𝑒𝑐𝑜𝑑𝑒𝑟 𝑂𝑢𝑡𝑝𝑢𝑡𝑊𝑂𝑢𝑡 +  𝑏𝑂𝑢𝑡)                                                              (15) 

Finally, after completion, we use target output evaluation 

5. RESULTS AND DISCUSSIONS  

This study utilizes a dataset comprising over 11,200 texts from Mishraq sulfur company catalogs and references. Table (1) 
presents results of the translations using adequacy. Table (2) presents results of the translations using fluency evaluation. We 
calculate average adequacy score via eq. 16. While we calculate average fluency score via eq. 17. Ales calculate average all 
of part rating score via eq. 18.  

                      𝐴𝑑𝑒𝑞𝑢𝑎𝑐𝑦 𝑆𝑐𝑜𝑟𝑒 (𝑥) =
1

𝑛
∑ 𝑠𝑖 

𝑛
𝑖=1 ;     𝑥 = {𝑃ℎ𝑟𝑎𝑠𝑒 | 𝑆ℎ𝑜𝑟𝑡 𝑡𝑒𝑥𝑡 | 𝐿𝑜𝑛𝑔 𝑡𝑒𝑥𝑡𝑠}                              (16) 

                             𝐹𝑙𝑢𝑒𝑛𝑐𝑦 𝑆𝑐𝑜𝑟𝑒(𝑥) =
1

𝑛
∑ 𝐿𝑜𝑔𝑃(𝑤𝑖 

𝑛

𝑖=1
| 𝑤1 , 𝑤2 , … , 𝑤𝑛−1 }                                                      (17) 

                              Average precision =
2(𝑃ℎ𝑟𝑎𝑠𝑒𝑆𝑐𝑜𝑟𝑒 )+3(𝑆ℎ𝑜𝑟𝑡𝑇𝑒𝑥𝑡𝑆𝑐𝑜𝑟𝑒 )+5(𝐿𝑜𝑛𝑔𝑇𝑒𝑥𝑡𝑆𝑐𝑜𝑟𝑒 )

10
                                               (18) 

Where P(wi∣w1,w2,…,wn−1) is the probability assigned by the language model to the ith word given its context. 

TABLE I.  AVERAGE PRECISION FOR ADEQUACY EVALUATION 

Criteria translator Phrase Short text Long texts Average precision 

New MT model 0.970 0.90 0.858 0.893 

Mishraq translator 0.935 0.84 0.788 0.835 

 

TABLE II.  AVERAGE PRECISION FOR FLUENCY EVALUATION 

Criteria translator Phrase Short text Long texts Average precision 

New MT model 0.973 0.948 0.872 0.904 

Mishraq translate 0.935 0.88 0.828 0.863 
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TABLE III.  AVERAGE PRECISION TOTAL 

Criteria translator Phrase Short text Long texts Average precision Percentage method (100%) 

New MT model 0.9715 0.934 0.865 0.907 90.7% 

Mishraq translate 0.935 0.86 0.808 0.849 84.9% 

 

To calculate average value for phrase, short text, and long text, see eq. 19. To calculate average percentage method for each 
type, see eq. 20.  

                 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑇) =
𝐴𝑑𝑒𝑞𝑢𝑎𝑐𝑦(𝑥)+𝐴𝑑𝑒𝑞𝑢𝑎𝑐𝑦(𝑦)

2
                                                                          (19) 

                     𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑚𝑒𝑡ℎ𝑜𝑑 (𝑇) =
2(𝑃ℎ𝑟𝑎𝑠𝑒)+ 3(𝑆ℎ𝑜𝑟𝑡𝑇𝑒𝑥𝑡)+ 5(𝐿𝑜𝑛𝑔𝑇𝑒𝑥𝑡)

10
∗ 100%                                                      (20) 

Where T is the total; x is the adequacy scores, x ={phrase, short text, long texts}; y is the fluency scores,  y ={phrase, short 
text, long texts}. 

The obtained results showed that if the system previously trained on all terms of a sentence, we get better performance. 

Experimental results of English to Arabic translation from testing dataset are shown in Fig. 5. The Mishraq application can 

be seen as like our model in most cases of translation phrase (less than 6 words), with a slight advantage to our model. 

Regarding the short sulfur (less than 15 words) manufacture phrases, it found that our translation model is much better than 

the Mishraq translate. This is primarily because of the training models of English-Arabic for our models bigger than training 

Mishraq translate model. Regarding the sulfur manufacture long texts, shown in figure 7. Mishraq application can be seen 

of inferior quality in comparison to this model in most cases. It is also noted that, while Mishraq translator cannot handle 

complex sentences, our new model can handle some of these sentences with accuracy. When evaluating sulfur manufacture 

texts, it is noted that the precision of fluency is much wider than adequacy. Finally, the obtained average results as illustrated 

in table (3) show that this model produces (90.7%), while Mishraq model application (84.9%).   

 

Fig. 5. Average precision for adequacy evaluation 

 

Fig. 6.  Average precision for fluency evaluation 
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6. CONCLUSION  

This study employs transformer model, in DL network, in translating sulfur manufacture texts from English into Arabic. The 

obtained results show that transformer model MT outperforms in comparison with other NN based models in processing 

sequential data. Its capability to capture long-term dependencies and utilize parallel computation has established its 

superiority in this domain. The achieved results indicate that the transformer model MT software accuracy is approximately 

90.7%, while the Mishraq software is approximately 84.9% in the sulfur manufacture texts. Finally, from the obtained results 

of each test, it could be concluded that the proposed transformer model MT has a high accuracy and superiority over many 

translation application systems for sulfur manufacture filed. In the future, exploring various fine-tuning strategies, increasing 

the training dataset, and enhancing generalization capabilities could be employed. 
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