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A B S T R A C T  
 
Text classification is the process of setting records into classes that have already been set up based on 
what they say. It automatically puts texts in natural languages into categories that have already been set 
up. Text classification is the most crucial part of text retrieval systems, which find texts based on what 
the user requests, and text understanding systems, which change the text in some way, like by making 
summaries, answering questions, or pulling out data. Existing algorithms that use supervised learning to 
classify text automatically need enough examples to learn well. The algorithms for data mining are used 
to classify texts, as well as a review of the work that has been done on classifying texts. 
Design/Methodology/Approach: Data mining algorithms that are used to classify texts were talked about, 
and studies that looked at how these algorithms were used to classify texts were looked at, with a focus 
on comparative studies. Findings: No classifier can always do the best job because different datasets and 
situations lead to different classification accuracy. Implications for Real Life: When using data mining 
algorithms to classify text documents, it's important to keep in mind that the conditions of the data will 
affect how well the documents are classified. For this reason, the data should be well organized.

 

1. INTRODUCTION 

The data mining approach lets us create scientific discoveries, gain fundamental insights, find new hidden knowledge, 
discover new patterns, or find patterns of climatic relevance, associations, anomalies, and statistically significant structures 
or information in data [1-4]. Data mining is employed to classify, cluster, and link the different types of data [5-7]. It uses 
algorithms for machine learning [8-11]. It has different steps for manipulating data. The first step is the data preparation 
model, which has different steps for cleaning the data by getting rid of noisy data and filling in missing values, integrating 
data from different digital resources by getting rid of and reducing redundancy, and then choosing the interesting data to 
manipulate. Lastly, we set up the data and changed it into other forms. This data preparation model gives us the changed 
data. Data mining is the name of the second model. This model uses different classification, clustering, and association 
techniques and algorithms to look for interesting patterns in the data and find them. The user can then see the chosen patterns 
in different ways. Data mining ends with an evaluation model where users can predict, validate, and interpret the results to 
confirm or disprove some results or hypotheses [9]. Data mining involves five steps: Data selection, data cleaning, data 
transformation, pattern evaluation and knowledge presentation and finally decisions / use of discovered knowledge as shown 
in the Figure 1. Text mining is to handle textual data. Textual data needs to be more structured and clearer, and manipulation 
is challenging. Text mining is the most suitable method for information exchange. A non-traditional information retrieval 
strategy is used in text mining to acquire information from a large set of textual documents, which was done by text mining. 
The figure 2 is elaborated with the process of text mining.   

Text classification has been an important application and area of study since the beginning of digital documents [10-12]. 
Text categorization is becoming more and more important as more and more information is kept in electronic documents 
[13-16]. User-generated data can contain a lot of useful information, so business and research groups are becoming more 
interested in how to analyze and get information from it. Text classification is one of the most important parts of natural 
language processing (NLP) [17-19]. Text classifiers analyze text automatically and put it into a set of tags or categories based 
on what it says. There are different ways to automatically classify NLP text [20-23]. One way to do this is to use systems 
that are based on machine learning to automate and speed up the process. There are numerous text documents available in 
electronic form. More and more are becoming available every day. Such documents represent a massive amount of 
information that is easily accessible. Seeking value in this huge collection requires organisation; much of the work of 
organising documents can be automated through data mining. The accuracy and our knowledge of such systems greatly 
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influence their effectiveness [24]. The task of data mining is to classify records into predefined classes based on their content 
automatically. Many algorithms have been designed to deal with automatic text classification [25][26]. With the current 
algorithms, a number of newly established processes are involved in the automation of text classification [27]. The most 
typical strategies utilised for this objective include linear regression [28], naïve Bayes [29], support vector machine [30], and 
decision tree [31]. 

 

Fig. 1. The main steps in Data mining [32]. 

NLP involves the development of algorithms and models that enable computers to process human language and the ability 
to process it. It is an essential tool in data mining, allowing analysts to extract insights and patterns from large amounts of 
unstructured or random text data. NLP techniques can be operated for many data mining tasks, including text classification, 
sentiment analysis, and entity recognition. For instance, a machine learning model can be trained to classify text to classify 
large amounts of unstructured textual data into predefined categories. In view analysis, NLP techniques can be operated to 
determine the emotional tone of a text, such as whether a review is positive or negative. In addition, entity recognition can 
help identify and extract information about specific entities, such as individuals or organisations, from large amounts of 
textual data. NLP techniques are also valuable in medical document mining and radiology reports, where unstructured textual 
data can be processed into formal computer representations. 

 

Fig. 2 The process of text mining [33]. 

Artificial intelligence (AI) has revolutionized various fields, including data mining. Data mining involves analyzing large 
data sets to extract valuable information and insights [34-36]. The incorporation of AI technologies into data mining has 
enabled companies and organizations to extract more accurate and valuable insights from their data. AI algorithms can be 
used to identify patterns and relationships in data that are difficult or impossible for humans to recognize. Machine learning, 
a subset of artificial intelligence [37][38], enables computers to learn from past experiences and improve their performance 
over time. As a result, AI algorithms have become essential tools for data mining applications, allowing companies and 
organizations to identify patterns and trends that would otherwise be difficult to detect. One of the most important benefits 
of using AI for data mining is its ability to automate the process of identifying patterns and relationships [39][40]. This can 
save companies and organizations significant time and resources, as they no longer need to rely on human analysts to identify 
patterns and trends in their data. Alternatively, AI algorithms can be trained to automatically identify patterns and 
relationships, which can then be employed to create better decisions in a field. Another benefit of using artificial intelligence 
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in data mining is its ability to handle large amounts of data, especially in the medical area. With the exponential growth of 
data in recent years, traditional data mining techniques have become increasingly more efficient and desirable. Artificial 
intelligence algorithms can easily handle large amounts of data of any size, allowing companies and organizations to derive 
valuable insights from their data. Artificial intelligence techniques are also employed to enhance the accuracy of data mining 
outcomes. For example, deep learning algorithms can be employed to identify complex patterns in data that are difficult to 
detect with traditional data mining techniques. As a result, businesses and organizations can make better decisions based on 
more accurate insights. However, there are also challenges associated with using AI for data mining. One of the biggest 
challenges is ensuring that the data used to train AI algorithms is accurate and unbiased. If the data used to train AI algorithms 
is biased, it can lead to inaccurate results and decisions. Additionally, AI algorithms can be complex and challenging to 
interpret, making it difficult for companies and organizations to understand how they make decisions. The incorporation of 
AI technologies into data mining has enabled companies and organizations to extract more accurate and valuable insights 
from their data. By automating the process of identifying patterns and relationships, handling large amounts of data, and 
improving the accuracy of results, AI has become an essential tool for data mining applications. However, companies and 
organizations must also be aware of the challenges associated with using AI for data mining, such as ensuring that the data 
used to train AI algorithms is accurate and unbiased. 

Comment on the relationship between information mining and characterization calculation using some open-source 
information mining tools, such as Rapid Excavator, WEKA, Orange, Knime, and Tangaro. You can see how the four tools 
work by looking at the accuracy of calculations like Linear regression, Naïve Bayes, Support vector machine, and Decision 
tree. Testing the data set used in the classification calculation for an Indian liver patient so that the general population can 
be used as a control [6]. They are talking about the health care field, which has a lot of data and hidden information. By 
being patient and using this hidden information, good decisions can be made. However, these tests could use less data mining. 
But there isn’t a good tool for analyzing test results and hidden information. So, the system was made by using algorithms 
for data mining to classify the data and find the heart diseases. Data mining is a solution to many problems in health care. 
One of these methods is the Linear regression, Naïve Bayes, Support vector machine, and Decision tree algorithm, which is 
used to diagnose heart diseases. Heart diseases can also be predicted by looking at a few parameters, and a heart disease 
prediction system (HDPS) is made based on all of the data mining methods. 

2. DATA MINING TASKS 

Data mining is the process of discovering functional patterns, trends and insights from large, complex datasets. To achieve 
this goal, various data mining tasks are employed. These data mining tasks can be broadly classified into three categories: 
descriptive, predictive, and prescriptive. Descriptive data mining tasks are aimed at summarizing or describing the 
characteristics of a dataset. This type of analysis utilizes techniques such as clustering, association rules, and anomaly 
detection. On the other hand, predictive data mining tasks involve making predictions or forecasts about future events based 
on patterns and relationships found in historical data. These tasks commonly use methods such as regression analysis, 
decision trees, and neural networks to identify trends and forecast future values. Besides, prescriptive data mining tasks 
employ more sophisticated techniques in order to recommend the best course of action for a given situation. Prescriptive 
analytics combines the findings from descriptive and predictive analyses to provide actionable recommendations. These 
techniques include optimization algorithms and simulation modeling. Descriptive data mining tasks can be achieved through 
various methods such as classification, clustering, regression, summarization, deviation detection and dependency 
modelling. Classification is a task that involves the categorization of data into predetermined classes or categories based on 
specific attribute. The tasks associated with data mining can be broken down into several categories depending on how the 
results of the process are put to use. These categories include [26] [27]. 

 

1. Exploratory Data Analysis: This type of analysis consists of nothing more than going over the data without having any 

specific goals in mind. These methods involve both interaction and visualization. 

2. Descriptive Modeling: This modeling technique describes all of the data and also incorporates models that define the 

general probability distribution of the data, the partitioning of the p-dimensional space into groups, and models that 

characterize the relationships between the variables. 

3. Predictive modeling: This model allows for the value of one variable to be anticipated based on the values of other 

variables that are already known. 

 

4. Identifying Recurring Norms and Patterns: It is concerned with pattern detection, and its purpose is to identify 

fraudulent conduct by locating regions of the space defining the various sorts of transactions in which the data points 

are considerably different from the rest of the space. 

5. Retrieval by Content: This method involves locating patterns within the data set that are analogous to the pattern that 

is of interest to the user. This operation is typically performed on data sets consisting of text and images. 
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3. EVALUATING TEXT CLASSIFICATION ALGORITHMS 

The widget assesses the ability of algorithms (Linear regression, Naïve Bayes, Support vector machine, and Decision tree) 
to learn. There are different ways to sample, such as using separate test data. The widget can be used in two ways. First, it 
displays a table with various classifier performance measures, such as classification accuracy and area under the curve. 
Second, it gives out evaluation effects that other widgets, like ROC Analysis or Confusion Matrix, can be used to determine 
how well classifiers work. The learner signal is unique in that it can be connected to more than one widget so that the same 
procedures can be used to test more than one learner. Figure 3 illustrates training models on input texts. Figure 4 presents 
the results of the models after performing the models training. 

 

 

Fig. 3 Model training 

 

Fig. 4 Test and score. 

The confusion matrix compares the actual class to the one that was predicted. Evaluation results: What happened when 
classification algorithms were put to the test? A subset of data was chosen from the confusion matrix. Data with extra 
information about whether or not a data instance was chosen. The confusion matrix shows how often the predicted class and 
the actual class are the same. When an element in the matrix is chosen, the instances that go with it are fed into the output 
signal. This way, it’s easy to see which cases were wrongly categorized and how. Most of the time, Test & Score gives the 
widget its evaluation results. An example of the schema is shown below (see Figure 5). 
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Fig. 5 Confusion matrix. 

ROC curve creates a plot that compares a test’s true positive rate to its false positive rate. The outcomes of putting 
classification algorithms through their paces in the evaluation. The ROC curves for the models that were tested, and their 
matching convex hulls are displayed on the widget. It acts as a standard against which other categorization models can be 
evaluated. The false-positive rate is defined on the x-axis of the curve as the probability that target = 1 when true value = 0. 
On the y-axis is the true positive rate, which is defined as the probability that target = 1 when true value = 1. The left-hand 
border and then the top border of the ROC space should be followed by the curve as closely as possible for the classifier to 
be as accurate as possible. The widget is also able to select the appropriate classifier and threshold by taking into account the 
costs associated with false positives and false negatives. Figure 6 presents the results of the ROC analysis, which indicates 
the ability of the models to separate the data. 

 

Fig. 6 ROC analysis. 

4. CONCLUSION 

In this paper, four models (Linear regression, Naïve Bayes, Support vector machine, and Decision tree) are utilised for 
training and testing the dataset through a set of texts in order to conduct a test between the models and determine which one 
is better. The tests show that the best model in terms of accuracy scale is the decision tree, which achieved a result of more 
than 78%, while the worst was the support vector machine, which earned an accuracy of more than 53%. 
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