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ABSTRACT

Recently, interest in Deep Learning (DL), which is a subset of Machine Learning (ML), has emerged.
The most famous and used from the DL is the Convolutional Neural Network (CNN). CNN is
particularly effective in image processing. There are many duties in image processing that CNN can do,
i.e., segmentation, classification, object detection, facial recognition, etc. Image classification is one of
the most important applications due to its relevance to various fields, including the healthcare industry
and others. One of the challenges researchers face is selecting the appropriate algorithm for the
classification task, particularly when dealing with binary or multi-class classification. This paper
attempts to compare these algorithms depending on a specific dataset which have four classes, each
having a balanced number of medical images. The main thing that the paper focuses on is the power of
these algorithms in image classification when placed in the same conditions. This paper also makes a
comparison inside the model itself by using three scenarios. The first one involves binary classification,
the second uses three classes from the dataset, while the third scenario uses the entire number of classes.
The best result among the models is going to AlexNet with an accuracy of 91.92%, and the
DenseNet169 with an accuracy of 91.48%. Finally, this paper highlights the differences among state-of-
the-art algorithms, particularly in their application to binary and multi-classification tasks.

1. INTRODUCTION

Convolutional Neural Networks (CNNs) have revolutionized the field of computer vision, offering powerful tools for
image classification, object detection, and segmentation. These networks are built to mimic the visual processing system of
the human brain, enabling them to learn spatial hierarchies of features from images. Convolutional neural networks have
been extensively implemented in both research and industrial initiatives as a result of their numerous benefits, including
weight sharing, down-sampling, and local connections.

1.1 Background

CNNs are family of deep learning models tailored to process data with a grid-like structure, such as images. Motivated
by the structure of the animal visual cortex, CNNs can learn continuously across multiple processing levels of raw input.
Several CNN architectures have been introduced over the years, introducing new ideas to address issues like vanishing
gradients, computational inefficiency, and inefficient feature reuse. For example, VGGNet proposed a plain and uniform
architecture with small convolutional sizes, and ResNet solved the problem of performance degradation in very deep
networks by using residual connections [1]. DenseNet then further promoted information propagation and reuse of features
by connecting all layers to every other layer in a feedforward manner [2]. More recently, EfficientNet proposed a compound
model scaling method that scales up all dimensions of depth/width/resolution evenly, gaining higher accuracy and efficiency

[3].
1.2 Motivation

Introduction some of the significant break-throughs in computer vision and deep learning have been achieved by CNNs.
Due to the fast development of thousands of CNN architectures, analyzing and comparing those is important for many
reasons:
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Performance optimization: Various CNN architectures have different trade-offs for the accuracy, speed, and
resource utilization. In this paper, a comparison results were made among these algorithms to determine the best
models.

Understanding strength and weakness: Every CNN architecture has its powerfull in fields and weaknesses in
another fields. E.g., some of them could be good for high resolution images, while others could be good on small
datasets. So, it is useful to compare algorithms to show the differences because this allows researchers to select the
best model for their problem.

Guiding future research: Comparisons further shows the effects of architectural designs and techniques in CNN-
based simulations. These insights, if well founded can be used to inspire future research, to improve existing
models, or to design a new architecture.

Application specific needs: CNNs may also need different requirements in different applications, such as real-time
processing for video data or high accuracy for medical imaging. Comparing CNN algorithms lets researchers select
models that are better adapted to their application, resulting in better performance.

Community collaboration: Publication of comparative results promotes research community collaboration.
Releasing research on CNN performance allows researchers to stand on each other’s shoulders, ultimately driving
increased lack of innovation and better model performance.

1.3 Challenges

In order to make a meaningful comparison among CNN models, several factors must be considered by the researcher,
including choosing an appropriate dataset, training conditions, evaluation metrics, and so on. Many challenges face the
comparisons of the CNN model, down there some of them:

Dataset variability: Many datasets can be used for comparisons, each of which differs from others in size, number
of classes, balance or not, and so on. These differently makes discrepancies in results.

Training conditions: the change of hyperparameter of the models, such as learning rate, batch size, may change
the results.

Evaluation metrics: many of evaluation metrics may be used in the comparisons which may confuse the
researcher.

Computational resources: running the models on different machines may lead to different results even for the
same model under the same conditions.

1.4 Contributions

This paper addressing some contributions that may guide researchers in their papers.

Architectural Insights: Providing an insight into the model’s architecture, analysis them, and make a comparison
including key features, use cases, parameter count, and others.

Solo model comparative: This paper making a comparative for each model with three scenarios.
Models’ comparative: comparing using the evaluation metric among the model used.

Metrics: suggested the benchmark evaluation metrics can used for the comparison studies.

1.5 Objectives

This paper aims to create a comprehensive understanding of CNN model performance, facilitate informed decisions in
model selection, and ultimately contribute to advancements in deep learning applications. The following are some of the
objectives of this research:

Advancement in DL research: where the comparative study can guide future research and development in the field
of DL.

Improved model selection: providing a clear understanding of model performance can guide researchers to make a
good decision when selecting a model.

Contribution to industrial innovation: Optimizing CNN models for specific applications can drive innovations in
various fields, such as healthcare, autonomous driving, manufacturing, and security.
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1.6 Significances

The comparison of CNN models may exceed academic interest to other fields. This research can ultimately contribute to
the evolution of Artificial Intelligence (AI) technologies and their integration into everyday applications.

The remainder of the paper is organized as follows: Section 2 presents related work, Section 3 describes the methodology
and explains the CNN methodology, and also explains the architecture of the models used in this paper, while Section 4
discusses the results of models using the three scenarios. Finally, Section 5 concludes the paper.

2. RELATED WORKS

The DenseNet model was used for liver lesions prediction in [4]. The authors used this model to mark a significant
advancement in CNN architectures in medical image. The paper attempts to mitigate vanishing gradient issues, enhancing
feature extraction and representation learning critical to reach an accurate diagnosis. The strength of the work comes from
the effective features extracted by the DensNet model, which is reflected in the results showing promising outcomes. While
the model was tested on a large liver scan dataset and showed a promising results, the use of another dataset remains a
concern. The authors also did not use another state-of-the-art models to compare the performance of DenseNet with others.
In this paper, there is no analysis about the dataset that highlights its limitations, which could affect the performance of the
model and then influence applicability in real-world frameworks. The authors in [SJuse VGG16, ResNet, and AlexNet
models to enhance white blood cell classification. The authors also develop a novel meta-heuristic optimization algorithm
by leveraging the unique strengths of each CNN in feature extraction and representation learning. The study reports
significant improvements in cell type classification. However, the paper has some limitations, among them is that it doesn’t
thoroughly evaluate how each individual architecture contributes to the overall performance, that provides a clearer
understanding of their impacts. Additionally, the effectiveness of the proposed optimization algorithm isn't compared to
existing methods, leaving questions about its relative advantages. The authors also did not discuss the risks of overfitting or
high computational demands, which are crucial in clinical applications. In general, the study yields good results and
highlights the promise of combining advanced CNN architectures for medical diagnosis in hematology; however, a deeper
exploration of its methodologies and limitations would strengthen its relevance and applicability. The authors in [6] present
a fusion approach utilizing Inception module to detect pulmonary nodules. The method achieved an overall accuracy of
92.5%, which demonstrate high effectiveness in identifying both malignant and benign nodules. The model detects malignant
cases by showing sensitivity of 91%, and a specificity of 90%. Additionally, the model yielded an F1 score of 89%,
highlighting a good balance between precision and recall. Also, the model can distinguish between positive and negative
instances by result 94% of the Area Under the Receiver Operating Characteristic Curve (AUC-ROC). Although the authors
show a good result in their paper but still there some limitations such as the unbalanced dataset used which may not show
the diversity of pulmonary nodules, the complexity of the Inception module takes long training times and increased
computational resource requirements, which could hinder practical implementation in real-time clinical settings. The paper
[7] introduces an automatic diagnosis system of COVID-19 based on the EfficientNet Convolutional Neural Network to
extract the efficient feature properties. It demonstrates a high accuracy on diagnosing chest X-ray images; thus, its suitability
for rapid and accurate clinical use has been presented. The authors in their paper show good results with 95% accuracy,
around 93% sensitivity, indicating its effectiveness in detecting true positive cases, and a specificity of about 96%,
showcasing its ability to accurately identify non-COVID-19 cases. The study is generally good, but it has several limitations
among them is that it might have used a small and relatively homogeneous dataset, which may limit the model's
generalization to different populations and imaging protocols. The EfficientNet may produce overfitting, especially with the
limited dataset. In addition, there has been no complete comparison to other state-of-the-art methods, and so it is difficult to
tell the pros and cons of this EfficientNet method. The survey introduced by A. Kamilaris et al. [8] studies the use of CNN
in agriculture. The strength of the study comes from the focusing on the success of the CNN in manipulating large amounts
of complex data in this field, such as sensor data and images, which significantly enhances the agriculture field such as
monitoring crop, detection of disease and forecasting the yield. The study also makes comparisons among several research
works in the field to show the performance of the CNN architectures and methodology in agriculture, and highlights how
CNNs improve the field of precision agriculture with better image analysis and data analysis. By comparing sensor types
with CNN performers, the study shows the Al performance to enhance activities in farming markedly. The study also marks
some challenges in using CNN with the agriculture field, one of these is the poor quality and quantity of labelled data, which
can decrease the efficiency of the model. Also, the computational resources may be expensive, especially for farmers who
may not have the technology. Investigating the industrial food packaging hyperspectral classification by a CNN was
suggested in [9]. The primary strength of the paper is to show how we can defect detection in packaging materials using
CNN on hyperspectral information, and also show how it increased accuracy. The paper focused on ability of CNNs to
effectively handle the high dimensionality of hyperspectral data which help in identification of food packaging materials and
contaminants and thus to improve product safety and compliance with regulatory standards. The paper discusses that
obtaining dataset could be time consuming and costly, so it is one of the major challenges in industrial. Over fitting also may
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reduce the capability of generalization especially if the model is trained on a limited variety of packaging materials. However,
the paper also has notable limitations. One potential issue is the computational intensity of CNNs, which may require
significant processing power and resources, making it less accessible for smaller operations. The authors in [10] provides an
extensive review of using CNN with transfer learning in the medical imaging. They spotlight the benefits of the approach
from better disease discovery, support for pre-trained models to reduce training time and data needs. The strength of the
paper by discussion the architecture development of the CNN models that increase the efficiency of the model with each
development. Many challenges are discussed, such as a lack of labeled medical data, the complexity of interpretable models,
and the necessity of strong validation methods, the training of some models may require computational resources, which
may not available for all organizations. The research also addressed the benefits of using the transfer learning strategy with
the CNN model especially in medical diagnostics and patient care which gives a strong classification rate which is important
in this field. Although this study demonstrates notable strengths, it may not adequately address the interpretability of the
models. Interpretability is essential for building trust among healthcare professionals and ensuring clinical applicability. The
survey in [11] offers a comprehensive on several CNN models by exploring the architecture design, key enhancements, and
also the use of the models in many domains presenting the advantages of CNNss on feature representations and generalization
to other tasks, and show the challenges, such as the computational cost and the interpretability of models, as well as the
future directions of research development. In other words, it highlights the huge role played by CNN models in technology
advancement and the room for further innovation in various fields. The limitation of this paper is focusing on theoretical
frameworks and algorithms rather than providing real-world case studies or practical implementations. CNNs and their
implementation in radiology are reviewed in [12] by presenting the architecture and working of CNNs, and underscore their
potential analyzing and interpreting medical images efficiently. The other strength of this work is its discussion of various
applications, which showcases the versatility of CNNs in addressing different challenges in radiology. One of the healthcare
system challenges is the availability of data discussed in this study which is a difficult issue due to privacy concerns and the
need for expert labeling. Also, the resource needed for models may be high which be posing a barrier for some healthcare
institutions. While the paper makes a good discussion about CNN application in radiology medical images, the paper might
not sufficiently address the challenges of interpretability and trust in CNN predictions, which are crucial for clinical adoption,
which is considered a limitation of the work. In the final, the review emphasizes the prominent role CNNs can have to
transform radiological workflow and patient care. M. A. Saleem et al. [13] makes a comparison on popular models like
ResNet, Inception, and EfficientNet and analyses their trade-offs in terms of accuracy, computational, and training efficiency.
The findings reveal the trend in CNNs including deeper structures of the network and new layers performing feature
extraction. The strength of this paper is the improvement in feature extraction capabilities and training efficiency, for the
ResNet as an example the improvement is employs skip connections to facilitate deeper network, while DenseNet cconnects
every layer to every other layer, improving information flow and reducing redundancy. The dependence on a specific model
is considered a weakness of the framework because it may overlook other significant models that could offer valuable
insights or alternatives. Overall, this paper discusses the state-of-the-art CNN models, which give an insight into the strengths
and weaknesses of these models and the need to continue for research to enhance them and overcome the limitations.

3. MATERIALS AND METHODS

This section discusses the convolutional neural networks, including the primary contents and also the state-of-the-art
models that play a crucial rules in image classification.

3.1 Convolutional Neural Networks

CNN has shown remarkable success in many computer vision and machine learning applications. On this topic, there
have been many great articles, and several great open source packages for implementing CNNs. CNN applies to many
tasks, including image based ones. CNN applies to object recognition in images, image classification, and image semantic
segmentation, etc. In this paper we would focus on the domain of image classification, otherwise referred to as
categorization. In every image in the problem of image classification, there is a dominant object that occupies a significant
portion of the image. The object class that a picture belongs to (dog, airplane, bird, and so on) is the class that the particular
image represents[ 14, 15].

3.1.1 CNN architecture

Convolutional Neural Networks (CNN) are used to process input images in the form of 3D tensors through several
layers: convolution, pool, I/O layer, and full connected layers. Each layer takes the input and passes it on to the next, until
we get the last output. If we are training for classification, the output will be a vector of class activations, computed using
a softmax. The last layer has a loss function such as cross-entropy, but it directly computes and optimizes the difference
between predictions and ground truth which is made possible due to a simpler backpropagation path.

a. Convolution layer

The convolution layer is a fundamental building block in CNN, which is used to perform the convolution operation on
the input data (e.g. images)[16]. Convolutional layers play a crucial role in feature extraction in the CNNs, which lets the
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network to capture the spatial hierarchies in images. Using a sequence of filters in combination with various operations such
as stride and padding, these layers are capable to transform input data into useful representations for further processing[17].
Filters, or kernels, are tiny matrices (for example 3x3 or 5x5) that learn to recognize various patterns such as edges, textures,
or shapes[3]. The filter is moved over the input image and for each position, the element-wise multiplication is taken and
the results are all summed together (as shown in Figure 1), resulting in a single value. This operation results in a feature
map, which highlights feature that filter could detect[18]. The depth of filter is depend on the depth of the image, for example,
for color images, filters are 3-D with a depth of 3 (one for each RGB input channels)[19].

12301
0 "1|2\ 0oy [11ol-1 5412
(1 (0213 1 0-1, 201
O 2101 1]o!-1 10111
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[ Original data J [ 3%3 kernel

[ Convolutional output

Figure 1: Convolutional layer

b. Pooling layer

The feature map of convolutional layer cannot preserve the position information of the feature very well. Thus, even
small perturbations e.g. cropping or rotation will produce completely different feature maps. To deal with this problem,
down-sampling was used in convolution layers. This is achieved by placing a pooling layer after the nonlinearity layer.
This pooling is an operation that helps to achieve invariance to small translations of the input. A transitional invariance
implies that small shifts in the input will not warp the value distributions of most of the pooled outputs[20]. Pooling layer
has different types for different purposes. The most popular one is max pooling, where maximum value of a local region of
feature map is chosen, which effectively preserves prominent features and reduces the dimension, as shown in Figure 2.
Another type is average pooling, which computes the average of the elements of a region, thus smoothing features as shown
in Figure 3[21].
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Figure 2: Max pooling
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Figure 3: Average pooling

c. Activation function

Activation functions are critical pieces in neural network that bring non-linearity to the model and can help make the
network learn more complex patterns in the data. The most frequently used activation function is the ReLU (Rectified

Linear Unit) defined in (1) [22]

f(x) = max(0, x) (1)
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This function is also fast to compute and can help alleviate the vanishing gradient problem, but it can cause the “dying
ReLU” problem, where neurons die and become inactive[23]. Another common option is the sigmoid function showed in
(2) mapping input values to the range [0, 1], for binary classification tasks, but it tends to vanish gradients for big inputs[24].

f&) = 2

The tanh function illustrated in (3) returns values on rang —1 to 1, which usually leads to better convergence than the
sigmoid, however, the issue of gradient dying out is similar to the sigmoid[25].

f(x) = tanh(x) = 3)

For multi-class classification, the softmax function illustrated in (4) is widely used, which normalizes scores into a probability
distribution summing to one, though it is prone to outliers[26]. Lastly, the category of leaky ReLU addresses the dying ReLU
problem by assigning positive gradients to negative inputs, but more complex structure is added to the network by having
to learn the negative slope[23].

1
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Every different activation function has its pros and cons, and proper activation function is vital to rail the performance of
neural networks.

d. Fully connected layer

Fully connected (FC) layer, is an important component in neural networks in which every neuron in the layer is fully
connected to every neuron in its preceding layer[27]. This rich connectivity in turn lets the network process information in
a globally collective manner, with each neuron taking input from all neurons in the preceding layer. There is a weight between
each connection, and a bias within each neuron, and both of these are trained to minimize the loss function[28]. The weighted
sum input for each neuron is calculated, and a non-linear activation function is applied to allow the network to learn complex
patterns. Fully connected layers also work as both: to aggregate the features learnt by previous layers, as well as to make
the final predictions for the output. In classification models, the output fully connected layer typically has neurons equal to
the classes, and a softmax activation function to output probabilities for the classes. In general, the fully connected layers
connect the input to the output of a network, enabling to make predictions based on input data[27, 28].

e. Input layer

The input layer is the initial layer of a neural network, which takes and organizes data into a network format. Its number
of neurons equals that of the input features (e.g., for a 28x28 pixel grayscale image, it has 784 neurons). This layer does not
compute anything on its own, it just forwards the well-padded data to the next layers in a way that allows the convolutional
architecture to grasp certain patterns and correlations between the concepts[29].

f. Output layer

The output layer is the last layer in a neural network that generates the predictions of the model after processing the input
data. Its architecture and activation function is customized to the problem at hand. For classification problems, the output
layer usually contains as many neurons as there are classes and applies a softmax activation function to return raw scores to
probabilities. And finally, the output layer outputs the net's computed results, which the network can then use to make
decisions about the input data[30].

3.1.2 Forward run

After training, the CNN model can be utilized for prediction with a forward pass through the network. For an image
classification task, the input image x1 is mapped through each layer in turn to produce a set of intermediate outputs up to the
estimate xL for the posteriors of the C categories[31]. In calculating the ultimate prediction, the category with the largest
predicted probability will be chosen. It’s worth to mention that there is no need of the loss layer in prediction, since it is just
for parameters learning during training[32].

3.1.3 Stochastic Gradient Descent

The loss function is minimized using Stochastic Gradient Descent (SGD) algorithm to optimize the CNN
parameters[33]. In training, a forward pass takes the input training example, does the prediction and compares to the target
to calculate the loss. We update the parameters based on the gradient of loss to each of those parameters using the equation
in (5):
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Where n is the learning rate. Instead of updating parameters on all training examples at once, SGD updates parameters

on mini-batches to achieve a balance between efficiency and stability, with input as 4D tensor with mini-batches. This is
since it serves to smooth out disturbances to the loss function and is the common way to train CNNs[33].

3.1.4 Back propagation
Partial derivatives with respect to the last layer in CNN are the easiest to calculate since XL directly modifies the loss z

by means of parameters WL. Two gradients are computed for each layer: % for parameter updates, and al% for error

backpropagation[34]. This backpropagation, which utilises the chain rule, facilitates more effective propagation of errors

from the output layer through to the layers prior to it. Using the computed gradients axi can be produced and the updates
i+1

of Wi and Xi can be expressed in terms of these gradients that are easier to compute given the connections defined by the
parameters of the layer[32].

3.2 Overview

The heterogeneity among CNN architectures demonstrate the on-going nature of visual data processing challenges, and
the race for more efficient, more accurate models. Every kind of CNN brings its particular characteristics and innovations
designed to solve particular problems, deal with computational constraints or improve to performances. This article will
review different types of CNN models describing their architectures and details.

3.2.1 LeNet-5

LeNet-5 is an early convolutional neural network (CNN), introduced by Yann LeCun in the late 80s and early 90s [35].
LeNet-5 was mainly created for handwritten digit data such as MNIST. The architecture has multiple layers: it begins with
an input layer with 32x32 pixels, then two convolutional layers are used to extract features with filters, followed by two
pooling layers which reduce the dimensionality of the data, while still preserving important information. LeNet-5, for
instance, contains six filters at the first convolutional layer and sixteen at the second convolutional layer, which are then
passed through fully connected layers that give you predictions for digits 0 to 9 [35]. LeNet-5 not only successfully utilizes
backpropagation for training, introduces pooling layers to deal with growing complexity, but also activations, described
with Sigmoid or more recently Tanh for the more recent incarnations; ReLU would be used today. Figure 4 shows the
architecture of LeNet-5. LeNet model has served as the basis of newer CNN models, and remains a core part of the deep
learning, and computer vision, community, especially for tasks such as image classification, handwriting recognition, object
detection and document analysis. The model is considered the groundwork for the modern CNN model and is characterized
by being easy to learn and understand, making it suitable for teaching CNN to beginners. Also effectiveness for simple
classification tasks is another advantage of LeNet, which demonstrates the validation of CNN in feature extraction.
Additionally, LeNet requires the lowest computational resources compared to other models, making it suitable for
organizations or individuals with limited resources. In the other hand, there are many limitations to using LeNet. For example
but not limited to, LeNet is not deep enough to capture complex patterns, also the model suffers from overfitting espicially
with large datasets, and finally, the model lacks the techniques like dropout or skip connection[36].

C3: f. maps 16@10x10
C1: feature maps S4: f. maps 16@5x5

INPUT
A 6@28x28

S2: 1. maps

|
Full connection Gaussian connections

Convolutions Subsampling Convolutions Subsampling Full connection
Figure 4: LeNet-5 architecture [37]

3.2.2 AlexNet

AlexNet is a pioneering convolutional neural network architecture that significantly revolutionized deep learning,
particularly in the field of image classification. Created by Alex Krizhevsky and his colleagues in 2012, it was the winning
architecture of the ImageNet Large Scale Visual Recognition Challenge that year [38], showcasing the potential of deep
learning in processing intricate visual data. AlexNet is composed of eight layers with learnable parameters, including five
convolutional layers followed by three fully connected layers, as shown in Figure 5. It utilizes large filters in the initial layers
to identify low-level characteristics and smaller filters in the later layers to distinguish more intricate patterns[39]. One of
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AlexNet’s significant contributions is the use of the ReLU activation function, which eliminates the vanishing gradient
problem and expedites training compared to previous activation functions such as Sigmoid and Tanh[40]. AlexNet also uses
dropout regularization to prevent overfitting, as well as data augmentation to enhance the model’s robustness. AlexNet’s
influence is enormous and extensive. Although it only directly contributed to one area, it encouraged a vast amount of
research in CNN architecture from which various inferences can be drawn[39]. One of the most significant merits of AlexNet
is its capability to work on large datasets. It is also very important in modern CNN architecture. Despite its advancements,
AlexNet has its drawbacks. Its architecture is still considered to be shallow. The heavy parameter also makes it a lot less
efficient than the new models[41].

2048 2048 \dense

dense dense|

1000

LA 192 128 Max
28\stride Max 128 Max pooling
Uof 4 pooling pooling

2048 2048

Figure 5: AlexNet architecture [39]

3.23 VGGNet

VGGNet belongs to a class of convolutional neural network (CNN) architectures, is well known for its simplicity and is
effective in the task of image classification. VGGNet developed by the Visual Geometry Group at the University of Oxford
was a finalist in the 2014 ImageNet [38] Large Scale Visual Recognition Challenge (ILSVRC) and came to the public
attention due to its second place performance in the classification task. VGGNet is distinctive due to its very small (3x3)
convolution filters, and its significant depth (e.g., 16-19 weight layers)[42]. VGG16 possesses about 138 million parameters
while VGG19 has about 143 million parameters. This architecture helps the network to learn more complex features while
maintaining a manageable number of parameters. Small filters are used, so it can capture fine details of the image and spatial
hierarchies, making it’s accuracy high. In order to decrease dimensionality of the image while keeping the significant
transitions, VGGNet uses multiple layers of the convolution and max pooling [43], also three fully connected layers are
added to the network for calculating the final classification results. For the purpose of accelerating the network convergence
and improving the model generalization, VGGNet employs the ReLU as the activation function. VGGNet use tiny 3x3
convolutions and is able to learn very good image representations for a classification task. The network starts with an input
layer with 224x224 RGB images as input. It is comprised of 5 convolutional blocks and then max-pooling layers to
downsample spatial dimensions while preserving essential primitives[42]. The starting block has 64 filter, the second block
has 128 filter and the next two blocks have 256 and 512 filters, while the last two blocks have three sets of Conv layers[42].
Following the convolutional layers, the VGGNet contains three fully connected layers, the first two having 4096 neurons
and the output layer with 1000 neurons to classify 1000 classes. The architecture uses the Rectified Linear Unit (ReLU)
activation function in the blocks, and dropout on the fully connected layers for generalization. The main advantage of
VGGNet lies in its transfer learning property, consequently also being employed in various applications rather than image
classification as well, such as feature extraction and fine-tuning to particular applications[44]. Despite being computationally
expensive by modern standards, its simplicity and rapid performance, served as a solid baseline and an inspiration for many
of the subsequent CNN architectures. Also, VGGNet's use of small convolutional filters as resulting depth has become a
trend among the following networks, demonstrating the fact that depth of the networks is important for the overall
performance. VGGNet is known for its usage of stacked 3x3 convolution filters for its simplicity and uniform design for
depth. Such an arrangement is beneficial for more accurate feature extraction. Its simplicity and performance on image
classification tasks are notable. However, VGGNet have some weaknesses points, which include the excessive number of
parameters that translates to high memory usage and disproportionate computational cost, make the model ineffective in
low-resource spaces[45].

3.2.4 ResNet

ResNet or Residual Network, is an architecture tailored to fathom the problem of training very deep neural networks.
ResNet uses a form of residual learning introduced in "Deep Residual Learning for Image Recognition [46]", which enables
networks to learn residual mappings rather than unreferenced mappings. This is done by means of skip connections that skip
one or more layers and thus prevent the vanishing gradient problem, hence allowing the training of networks with hundreds
or thousands of layers as shown in Figure 6. Stacked residual blocks architecture, each block containing two or three
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convolutional layers, batch-normalization, and ReLU activation[47]. ResNet, which has shown state-of-the-art performance
on a variety of image recognition tasks, pushing the error rates substantially lower in both standard benchmark data sets
such as ImageNet [38]. There are many versions of ResNet e.g. ResNet18, ResNet34, ResNet50, ResNet101, and ResNet152
depending on the depth of the network [1], this variations allow flexibility in choosing depending on the need of balancing
performance and resource constraints[46]. ResNet's scalability and ability to generalize well across various tasks are
significant strengths. Nevertheless, ResNet's identity shortcuts may limit the model's representation, while deeper versions
of the model tend to be more expensive computationally[48].

X
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weight layer
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X
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Figure 6: Residual block

3.2.5 Inception

Inception is a deep learning neural network architecture that is prepared for overcoming some issues of image
classification by reaching a better local minimum. It is based on Inception modules, i.e., it uses multiple convolutional filter
sizes (1x1, 3x3, and 5x5) in parallel inside one layer [49]. This method enables the network to learn multiple types of
features simultaneously. An important concept is factorization where large convolutions are factorized into smaller ones,
for example using two 3x3 convolutions sequentially as opposed to a single 5x5 convolution [49]. This decreases the number
of parameters and computational cost and retain the expressiveness of the model. Also, Inception model includes 1x1
convolutions with purpose to reduce dimensionality, thereby reducing the computational burden before applying more
complex convolutions. The architecture encourages a regular depth and width of'layers, a good performance can be achieved
on benchmark datasets, such as ImageNet [38, 50]. In general, the Inception model has been praised for its good tradeoff
between efficiency and accuracy in many computer vision tasks [49, 51]. The Inception model has a different number of
parameters across versions. Inception-v1 considers nearly 5 million parameters, meanwhile Inception-v2 lowers this to close
to 4.5 million, using factorization. As the subsequent version, Inception-v3 refines the architecture slightly, with about 23
million parameters. These trade-offs reflect the differences in the costs of model complexity, computation and performance
at different levels of the resource-requirement spectrum for different tasks, allowing a user to select an appropriate version
of the model according to their unique requirements. Inception is modular and flexible, hence it’s suitable to achieve high
performance at a low cost. This comes with a catch though. Its complex architecture can be difficult to implement and fine
tune especially for beginners who are not versed with the design principles[49].

3.2.6 EfficientNet

EfficientNet is developed based on a principled network scaling method that uniformly scales all dimensions of
depth/width/resolution. The base network of the architecture, called EfficientNet-B0O uses depthwise separable convolutions.
This approach decreases the amount of parameters and computations by decoupling the convolution operation into two
layers: depthwise convolution and pointwise convolution[52]. This model use Swish activation function which outperform
better with this model than the conventional ReLU activations[53]. EfficientNet use scaling, where all dimensions of the
network including depth, width, and resolution, are increased together. The function of scaling is make a trade-off between
model complexity and efficiency[52]. EfficientNet comes in a different sizes, beginning with EfficientNet-B0O, which has
around 5.3 million parameters, and goes all the way up to EfficientNet-B7, which has about 66 million parameters, the
performance is outperform a little bit better at each version[54]. The architecture is arranged in a stem layer to process the
input image, and multiple blocks of depthwise separable convolutions. All of the blocks already incorporate batch
normalization and activation functions which also help accelerating the computation. And at the end of the model global
average pooling and a fully connected layer for classification purpose has been added[52]. Its architectural and scaling
strategy enable it to be adopted in a variety of computer vision tasks where it strikes a satisfying trade-off among both
accuracy and efficiency[52]. The model efficiency and ability to generalize well on a very broad range of datasets are its
strengths. Nevertheless, its application of neural architecture search for design optimization could result in extremely high
up-front computational costs that may be too expensive for some users[52].
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3.2.7 NASNet

Neural Architecture Search Network (NASNet) is a convolutional neural network architecture model that was developed
with neural architecture search methods. NASNet is designed to search for the optimal architecture which can perform
efficiently and accurately, using search algorithm[55]. There are two major versions: NASNet-Large and NASNet-Mobile.
NASNet-Large is meant to have high accuracy and is designed to be used in applications where there is a lot of
computational resources while it have over 88M parameters[56]. In contrast, NASNet-Mobile [57] dedicates for mobile and
edge devices by seeking to minimize the model size and computation cost while retaining competitive performance with
approximately 23M parameters. The architecture is based on cells which are the basic building block of NASNet stacked
on top of each other, where normal cells compute features while reduction cells perform feature map downsampling. A cell
is manually designed to learn patterns which can be represented by various operations such as convolutions, pooling, or
batch normalization [55]. One of the most innovations of NASNet is that it employs reinforcement learning for searching
the optimal architecture. That is, it's the process of training a controller LSTM network how to produce architectures, then
testing those architectures' performance on some task. The best networks are employed to retrain the controller, making it
learn and become optimized [55]. NASNet achieves state-of-the-art performance on multiple image classification datasets
validating the effectiveness of the architecture optimization. NASNet-Large is the highest performing one in terms of
accuracy and NASNet-Mobile is the low cost alternative for real-time applications on resource-constrained devices [57]. The
greatest advantage of NASNet is its automatic design process, eliminating the need for tuning the architecture manually. The
drawback of this is that the computation of resources consumed during search is extremely high, and hence it is less adapted
to smaller organizations or researchers with limited resources[58].

3.2.8 Xception

Xception is a convolutional neural network architecture that's similar to the Inception model, but is based on depthwise
separable convolutions. Xception is a model architecture developed for image classification by Frangois Chollet in 2017
with the goal of increasing model efficiency [59]. The architecture of the Xception model involves depthwise separable
convolution layers in place of traditional convolution layers. The depthwise convolutional operator use a single learned filter
for each input channel, followed by a 1x1 convolutional filter to combine the filtered maps. The benefit of this strategy is
the reduction of parameters and computational cost, and also making accuracy distinct or even further improved than the
other network [59]. The architecture of Xception consists of 14 convolutional layers organized into 36 depthwise separable
convolution blocks, and then a last global average pooling layer, and finally with a fully connected layer for the classification
process. The model contain about 22 million parameters [59, 60], and can be efficiently deployed across different
applications, one of the many good things Xception has going for it is it's capability of capturing very complex patterns in
an efficient way. The model shown good results on image classification benchmark ImageNet dataset, outperforming many
previous models with regard to the accuracy [59, 60]. Xception is a substantial improvement over previous deep learning
architectures, and it gives an effective and efficient framework for image classification applications. Its creative depthwise
separable convolutions usage also makes it appealing to researchers in computer vision [61]. The model strengths include
the efficient use of model parameters and its ability to support large-scale datasets very efficiently. Overfitting, particularly
when used with smaller datasets, can occur in Xception[62].

3.2.9 DenseNet

DenseNet is a convolutional neural network architecture proposed by Gao Huang et al. [63] in 2017. The main novelty
of DenseNet is its dense connectivity which allows every layer to receive from all preceding layers, thereby encouraging
feature reuse and better gradient propagation through the entire network [63]. DenseNet is composed of a series of dense
blocks, where each layer in a block is connected to all subsequent layers. Inside each block, the output of each layer is
appended, and constitutes, to the input of the following layer. Such architecture differs from the typical network in which
layers are sequentially connected. Such densely connected layers help to optimize parameter by reusing shared information
identified at lower layers in the network [64]. A transition layer is added after each dense block to reduce spatial size and
number of feature maps. This dense blocks with transition layers combination allows a model with a manageable complexity
and computational cost while delivering high performance. DenseNet networks differ in depth, such as DenseNet-121,
DenseNet-169, and DenseNet-201, where the number refer to the number of layers [63, 65]. DenseNet is known to be
efficient and competitive in accuracy on ImageNet compared to traditional network structures with non-negligible less
parameters used. The efficiency is mainly achieved by the dense connectivity, which suppresses the over-fitting and
promotes the reuse of the feature [63, 66]. The architecture has achieved superior performance on a number of computer
vision tasks, such as image classification, object detection, and semantic segmentation. Due to such potential, DenseNet is
widely adopted in academia and industry [64, 67] and it can be more accurate with fewer parameters. In sum, DenseNet is a
milestone in architecture design for deep learning, which demonstrates the effectiveness of dense connections for feature
learning and efficiency [65, 66]. The Dense connectivity encourages feature reuse and reduces the number of parameters.
This architecture has better accuracy and reduces the network to train. Another advantage of DenseNet is its efficiency and
robust performance in image classification tasks. Its dense connectivity is, on the other hand, greedy in terms of large GPU
memory and training time, which can be limiting in resource-constrained environments[62].
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All of the previous CNN models have several common characteristics, as shown in Table . They all use convolutional
layers to process input images, which makes them good at learning spatial hierarchies [67]. The majority of architectures
make use of the ReLU activation function, which is designed to alleviate the problem of vanishing gradients, while other
variations incorporate alternatives such as Sigmoid or Swish [68]. Pooling layers like max pooling are often added to the
neural network architecture to perform down sampling on the feature maps and decrease the spatial dimensions and
computational cost [69]. A large number of networks also have regularization methods such as dropout and batch
normalization to avoid overfitting and improve the generalization [70]. All of these models are mainly designed for image
classification and achieved good results on image classification benchmarks such as ImageNet and MNIST [71]. Transfer
learning, which enables a model developed on one task to be fine-tuned on another and is effective in the event that limited
data is available, is also a feature used in many state-of-the-art architectures [42]. Moreover they can be implemented with
commonly-used deep learning libraries such as TensorFlow, Keras, and PyTorch making it accessible for adoption and
experimentation [72, 73]. Popular optimizers such as Adam, SGD and RMSProp are used among different architectures in
order to update the weights whilst training the model, demonstrating the core principles that exploit the benefits of CNNs in
feature extraction and generalized pattern recognition [74].

Table I: CNN models comparison

Model Year | Depth Key features Parameter | Input | Activation | optimizer | Transfer use cases
count size function learning
support
LetNet-5 1998 7 Fisrt CNN, 60K 32x3 Sigmoid SGD X Handwritten
uses conv and 2 digit
subsampling recognition
layer
AlexNet 2012 8 introducing 60M 227% ReLU SGD and v image
ReLU, dropout, 227 Momentu classification
and data m
augmentation
VGG 2014 | 16-19 uses small 138M 224x ReLU Adam v image
filters, deep 224 classification,
architecture transfer
learning
Inception 2014 22 inception ™ 224x ReLU RMSProp v Image
modules for 224 classification,
multiscale object
feature detection
extraction
ResNet 2015 18- uses residual 25-60M 224x ReLU Adam v Image
34- connections to 224 classification,
50- combat object
101- vanishing detection
151 gradients
Xception 2017 71 Depthwise 22M 299x% ReLU Adam NG Image
separable conv 299 classification,
for efficiency transfer
learning
DenseNet 2017 121- Dense 8-30M 224x ReLU Adam v Image
169- connectivity 224 classification,
201 pattern for segmentation
feature reuse
NASNet 2018 403 Neural 88M 224x ReLU Adam v Image
architecture 224 classification,
search for transfer
optimized learning
architecture
EfficientNet | 2019 7 compound 5-66M 224x% Swish Adam v Image
scaling method 224 classification,
for optimizing mobile
accuracy and application
efficiency

3.3 Experimental environment

The models were implemented using Python 3.12.7 and TensorFlow 2.19.0. Each model was trained for 10 epochs.
ADAM is the optimizer used with a learning rate of 0.0001. The models were implemented on a HP Zbook workstation with
Windows 10 64-bit, CPU: 17-6820HQ, RAM: 32GB DDRS, and GPU: 8 GB. There are no preprocessing procedures applied
to the images, except for adjusting the image dimensions to suit the models.
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3.4 Performance metrics

In order to evaluate the models and demonstrate the effectiveness of each model, state-of-the-art performance measures
are used. In order to work with these metrics, each model has its own Confusion Matrix (CM), which can be used to evaluate
the model's performance. Four metrics found in CM, True Positive (TP) which indicate the positive instances that were
correctly classified, True Negative (TN) which indicate the negative instances that were correctly classified, False Positive
(FP) which indicate the positive instances that were incorrectly classified, and Flase Negative (FN) which indicate the
negative instances that were incorrectly classified[75]. Table makes a description of the performance measures with their

formula.
Table II: Performance metrics description
Metric Description Formula

Accuracy Ratio of the corrected classified instances to the TP+TN

total instances Accuracy =

TP+ FP+TN+FN

Precision Estimate the accuracy of positive predictions .. TP

made by a model Presicion = TP + FP
Recall or True Positive | The ability of a model to identify all relevant _ TP
Rate (TPR) instances of a particular class Recall = TP + FN

Fl-score

Evaluate the effectiveness of a classification
model, particularly in situations where there is
an imbalance between the positive and negative
classes

Precision X Recall
Fl—-score=2X ——
Precision + Recall

False Positive Rate (FPR)

Calculates the proportion of actual negative
instances that are incorrectly classified as
positive

FP

FPR= oo TN

Area Under Curve (AUC)

Give an outline of the model's ability to
distinguish between positive and negative
classes

= TPR, +TPR,,,
AUC = Z(f x (FPR,,, — FPR)))

i=1

3.5 Dataset

It is often difficult to deal with a dataset with a huge number of images especially with unbalanced data, so in this paper
we deal with a balanced dataset called "OCT images balanced version" [76]. This dataset contains 32064 retinal optical
coherence tomography images classified into 4 classes as shown in the Table , while the Figure 7 shows a sample of the

images. For all models used in this paper, the dataset was split into 80% for training and 20% for validation.

Table I1I: Number of images per each class

Class

CNV DME

DRUSEN NORMAL

Image number

8016 8016

8016 8016

DRUSEN DRUSEN

NORMAL NORMAL

Figure 7 : Sample of images per each class in the dataset
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4. RESULTS

The state-of-the-art models discussed in section three was evaluated in depth to assess the efficiency of these models on
a specific dataset. In the following section we describe the results due to performance metrics.

While the dataset has four classes, eleven state-of-the-art models were implemented using three scenarios: the first with
two classes, the second with three classes, and the third with four classes. Most of these models have two or more versions,
each of which is evaluated separately.

As listed in the Table , the reported classification metrics of VGG16 and VGG19 on different scenarios provide us with
some useful information on the models' performance. In the first scenario, VGG19 clearly outperforms VGG16, achieving
an accuracy of 86.87% compared to 81.67%. Precision and recall are also improved in the VGG19. This gives us an F1-
score of 86.85% and an AUC of 86.72%, which signifies that VGG19 works well in detecting and classifying samples in the
binary classification. A strong performance in all metrics indicates that VGG19 possesses a balanced capability to capture
true positives and reduce false positives. In the second scenario, both architectures perform worse than in the first scenario;
VGG109 is still better than VGG16 in the accuracy metric by about 6%. Additionally, both models are not very accurate and
sensitive, especially VGG16, which has a precision of only 55.76% and an F1 score of the same value. In this case, both
models obtained a low value for AUC, showing that the positive and negative instances are difficult to distinguish accurately.
The findings suggest that the poorer performance in the second scenario warrants further investigation. For the third scenario,
the case is more alarming, where both models score low in most metrics. VGG16 exceeded in accuracy compared to the
three classes scenario, and was approximately equal to VGG19, which is worse than the three classes scenario. The same
weaknesses of precision and recall are found, especially for VGG16 with 51.12% in precision and 47.06% in recall. The
same happens with the F1-scores, being even slightly inferior, with the VGG19 (54.22%) not being able to describe those
positive instances effectively. The discriminative power of AUC is also low, which are 64.71 % for VGG16 and 65.31 % for
VGG19. In conclusion, the work highlights that VGG19 is consistently better than VGG16. However, both models suffer
from heavy degradation, especially in the (3 and 4) classes scenario. The better performance from VGG19 is presumably
due to its deeper structure and more layers, which enable VGG19 to extract more intricate features and patterns from the
dataset. This improved ability for feature extraction makes them generalise better, which is why they obtained higher
precision, recall, and F1-scores when compared to VGG16. The clear decline in performance numbers between the three and
four classes scenario indicates that the model needs further fine-tuning with other parameters and data augmentation.

Table IV: VGG performance

Class No. Model Accuracy Precision Recall F1-score AUC
2 VGG16 81.67% 84.9% 77.92% 81.26% 79.79%
2 VGG19 86.87% 87.13% 86.57% 86.85% 86.72%
3 VGG16 70.51% 55.76% 55.76% 55.76% 66.82%
3 VGG19 76.87% 69.78% 65.3% 67.74% 73.98%
4 VGG16 73.53% 51.12% 47.06% 49.01% 64.71%
4 VGG19 73.98% 62.35% 47.97% 54.22% 65.31%

The results of the ResNet models in all scenarios for the performance metrics indicate a generally low level of efficacy
as shown in Table . In the first scenario with the two classes, while ResNet50 achieved the highest accuracy among the three
models, it still falls short at just over 52%. The result shows that precision and recall scores are similarly low, indicating that
the models struggle to accurately identify positive instances. For the second scenario, we observe a significant increase in
accuracy in all models except ResNet50 which drops in accuracy. In this scenario, the drop occurred in the other metrics,
indicating that many of the positive and negative instances are not being correctly classified. In scenario three, the ResNet
models demonstrate improvements in all models in terms of accuracy, with ResNet151 achieving the highest accuracy of
62.54%, though precision remains critically low. Overall, ResNet50 tends to perform the best among the three models in the
two classes scenaio, while ResNet101 and ResNetl51 show similar performance in the second and third scenarios. The
results show low performance across all metrics in all scenarios, which can be assigned to several factors, including the
complexity of the dataset and potential overfitting, as well as the architectures' inability to capture the relevant features
effectively. In general, for all the variants which have reported the results, although ResNet50 is found to be the best among
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all the models, it could be observed that deeper models, say ResNet101 and ResNet151 are not always better for performance.
This is a wonderful example of when less is more. In summary, while ResNet50 shows relatively good results in the binary
classification, all models have unacceptable results and thus exhibit significant limitations. To improve the classification
accuracy and reliability, the models must be refined further and augmented with additional data.

Table V: ResNet performance

Class No. Model Accuracy Precision Recall F1-score AUC
2 ResNet50 52.1% 55.14% 49.79% 52.33% 50.95%
2 ResNet101 47.83% 51.06% 49.38% 50.21% 48.61%
2 ResNet151 50.48% 48.32% 52.6% 50.37% 51.54%
3 ResNet50 38.3% 37.47% 37.4% 37.44% 53.08%
3 ResNet101 55.37% 37.26% 33.06% 35.03% 49.79%
3 ResNet151 55.08% 32.62% 37.98% 35.1% 52.14%
4 ResNet50 58.72% 24.25% 32.69% 27.84% 52.16%
4 ResNet101 62.38% 29.48% 24.76% 26.92% 49.84%
4 ResNet151 62.54% 25.07% 29.38% 27.06% 52.0%

The performance of the NASNet models for the three scenarios illustrated in Table shows notable challenges in
classification effectiveness. In the first scenario, NASNet Mobile achieves a higher accuracy compared to NASNet Large,
but it struggles with low precision and recall. This indicates it can correctly identify some instances, but it frequently
misclassifies others, which means it misses a significant number of false positives and negatives. The performance of
NASNet Large, despite its slightly higher precision, suggests that it is better at identifying true positives but still fails to
maintain a strong overall performance. In the second scenario with three classes, the NASNet Mobile also exceeds NASNet
Large slightly in terms of accuracy. But for both models exhibit similar low levels of precision and recall, pointing to a
shared difficulty in effectively classifying this class. This consistent underperformance across both models suggests that the
complexity of the dataset or the inherent characteristics of using three classes may be contributing factors. When examining
the third scenario, NASNet Mobile, as a trend, outperformed in terms of accuracy, but its precision and recall remain low.
NASNet Large shows a decline in performance metrics, indicating that it struggles even more than in previous classes. The
overall trend across all classes highlights a significant need for improvement in capturing true positive instances and reducing
misclassifications. Finally, NASNet Mobile performs better in terms of accuracy across all the scenarios, but NASNet Large
achieves higher precision and recall metrics in the first scenario. The low performance across all metrics for both models
suggests that there are some limitations of using these models, such as the complexity of the dataset, that hinder effective
learning and classification. So to enhance performance many procedures may be made, such as further model tuning, data
augmentation, or exploring alternative architectures will be crucial in addressing these issues and improving overall accuracy,
precision, and recall.

Table VI: NasNet performance

Class No. Model Accuracy Precision Recall F1-score AUC
2 NASNet Mobile 58.95% 34.10% 25.02% 28.86% 50.45%
2 NASNet Large 50.31% 52.19% 49.88% 51.01% 50.1%
3 NASNet Mobile 56.19% 36.52% 34.28% 35.37% 50.71%
3 NASNet Large 54.03% 32.54% 30.83% 31.66% 48.55%
4 NASNet Mobile 62.74% 32.95% 25.48% 28.74% 50.32%
4 NASNet Large 61.43% 24.1% 23.17% 23.62% 48.93%
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Model Xception has fair but modest results in all the scenarios considered, as shown in Table . In first experiment the
model hav'nt very powerful performance but obtains balanced performance among the metric, means it has a stable detection
for the relevant instances. While in the three class scenario, the model’s performance is a little lower, and all the metrics are
at low level except for accuracy, which indicates the persistent difficult in distinguishing all the instancess. A similar trend
is also observed on the last experiment where the measures show a very poor performance of precision and recall. In general,
although Xception is performance-balanced, the results indicates a room for improvement. Modifications to the model
architecture or training process might improve the performance of this model.

Table VII: Xception performance

Class No. Model Accuracy Precision Recall F1-score AUC
2 Xception 48.24% 49.56% 46.54% 48.01% 48.29%
3 Xception 54.48% 32.83% 31.54% 32.18% 48.98%
4 Xception 62.0% 24.74% 24.06% 24.16% 49.41%

Varying levels of effectiveness in classification are highlighted across different scenarios illustrated in the performance
metrics of the Inception models in Table . In the first scenario, Inception V2.0 stands out with the highest performance in all
metrics, suggesting it has a better grasp of the class characteristics compared to the other versions. The overall results are
almost similar for all the versions, for example, the precision of Inception V4.0 is lower than V2.0 by 0.4%, demonstrating
similar precision levels, indicating that they struggle to identify true positives effectively. In the second scenario, all Inception
versions show an increase in accuracy. Inception V3.0 came in first place with 55.68%, making it the best in this scenario
among the other versions. This increase in accuracy does not prevent precision and recall from decreasing, which means that
not all versions effectively distinguish between positive and negative instances. The trend is continuous in scenario three,
where the increase in accuracy was found, and the precision and recall are also decreased. The low Fl-scores across the
scenarios further emphasize the difficulties faced in balancing precision and recall, leading to overall mediocre performance.
Overall, Inception V2.0 is the best version among the other in both scenario one and two, demonstrating a better ability to
capture the nuances of these classes. The Inception V2.0 focuses on optimizing the depth and width of the network, so this
refinement allows it to capture more intricate patterns within the data, leading to better classification accuracy. At the same
time, Inception V3.0 leads in scenario 2, because of its advanced convolutional techniques, including factorized
convolutions, which allow for a more efficient representation of the input data. This leads to better feature extraction,
enabling the model to capture relevant patterns more effectively. With each version of the Inception models, there are an
refinements in architecture, such as improved convolutional layers, batch normalization, and optimized layer connections,
which enable newer models like Inception V2.0 and V3.0 to capture complex patterns in the data better, leading to improved
accuracy and classification performance. The accuracy of different versions of Inception model is illustrated in Figure 8.

Table VIII: Inception V1.0 performance

Class No. Model Accuracy Precision Recall F1-score AUC
2 Inception V1.0 49.54% 49.94% 48.23% 49.1% 49.55%
2 Inception V2.0 51.55% 50.9% 52.5% 51.69% 51.56%
2 Inception V3.0 49.78% 49.56% 49.03% 49.29% 49.78%
2 Inception V4.0 49.46% 50.5% 50.09% 50.3% 49.44%
3 Inception V1.0 55.0% 33.02% 32.41% 32.71% 49.46%
3 Inception V2.0 54.86% 33.13% 32.15% 32.63% 49.36%
3 Inception V3.0 55.68% 32.63% 33.71% 33.16% 50.01%
3 Inception V4.0 55.53% 33.44% 33.27% 33.35% 49.55%
4 Inception V1.0 63.34% 26.04% 26.57% 26.31% 50.96%
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Inception V2.0 66.18% 26.03% 32.19% 28.78% 53.77%
Inception V3.0 62.7% 24.2% 25.17% 24.68% 49.95%
Inception V4.0 62.28% 25.11% 24.67% 24.89% 49.85%
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Figure 8: The Inception versions comparison

The evaluation of various EfficientNet models across different scenarios provides valuable insights into their
performance metrics, including accuracy, precision, recall, F1-score, and AUC as shown in Table . This analysis will delve
into the strengths and weaknesses of each model, highlighting the best performers in specific classes and discussing the
factors contributing to lower performance in others. The best version of EfficintNet models in the first scenario is
EfficientNet-BO0 in terms of accuracy of 53.97%. This model balances precision (50.17%) and recall (58.28%), resulting in
an Fl-score of 53.92%. The result of recall which is relatively high indicates that it successfully identifies a significant
portion of the positive cases, which is crucial in applications such as medical diagnostics where missing a case can have
serious implications. For the second scenario, EfficientNet-B2 emerges as the best performer with an accuracy of 55.98%.
Although it has a relatively low precision of 34.28%, its recall of 33.90% indicates that it can identify a fair number of true
positive cases. The result of F1-score suggests that the model while it struggles with false positives, it still captures a relevant
portion of positive cases, making it useful in scenarios where some false positives can be tolerated. Finally, in the last
scenario, the superiority of the accuracy among the models goes to EfficientNet-B5 with 68.86%, while achieved a precision
0f 53.72% and a recall of 29.90%, resulting in an F1-score of 38.41%. Although it showcases strong accuracy, its low recall
presents challenges in capturing all positive cases, indicating that it may be overconfident in its predictions. This highlights
the need for further refinement to improve its ability to generalize across different classes. The results in Table and its
analysis show a specific limitation for each model that impact its overall performance, for example, EfficientNet-B0 is
superior in the first scenario, but the metrics can hinder its effectiveness in other scenarios, suggesting a lack of
generalizability. As the EfficientNet-B1 model shows low performance in all scenarios, it indicates that the model may be
too simplistic or not well-tuned according to the complexity of the data. While, EfficientNet-B2, although performing best
in the second scenario, it faces challenges with high false positives, potentially due to overfitting or inadequate feature
extraction. Despite EfficientNet-B5 performed well in the third scenario, the model suffered from low recall, missing many
positive cases, so this tendency to overestimate its predictions could limit its practical application. Lastly, EfficientNet-B4
consistently underperforms across all classes, achieving accuracy below 50%. Its low precision and recall highlight its
inability to learn essential features, rendering it unsuitable for effective deployment.
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Table IX: EfficientNet performance

Class No. Model Accuracy Precision Recall F1-score AUC
2 EfficientNet-B0O 53.97% 50.17% 58.28% 53.92% 54.27%
2 EfficientNet-B1 49.85% 49.49% 49.83% 49.66% 49.85%
2 EfficientNet-B2 52.72% 55.16% 53.9% 54.52% 52.65%
2 EfficientNet-B3 51.21% 50.86% 50.29% 50.27% 51.2%
2 EfficientNet-B4 46.84% 46.91% 45.86% 46.38% 46.84%
2 EfficientNet-B5 49.49% 49.47% 49.16% 49.31% 49.49%
2 EfficientNet-B6 50.58% 51.15% 50.57% 50.86% 50.58%
2 EfficientNet-B7 50.06% 49.8% 50.11% 49.95% 50.06%
3 EfficientNet-BO 54.4% 32.12% 31.52% 31.82% 48.79%
3 EfficientNet-B1 53.11% 30.62% 29.55% 30.08% 47.43%
3 EfficientNet-B2 55.98% 34.28% 33.9% 34.09% 50.52%
3 EfficientNet-B3 54.49% 33.56% 31.46% 32.47% 49.12%
3 EfficientNet-B4 53.47% 31.39% 30.87% 31.13% 48.01%
3 EfficientNet-B5 62.57% 32.98% 32.88% 32.93% 53.48%
3 EfficientNet-B6 55.36% 32.96% 33.12% 33.04% 49.78%
3 EfficientNet-B7 55.5% 33.31% 33.19% 33.25% 49.94%
4 EfficientNet-BO 64.43% 28.54% 28.83% 28.68% 52.5%
4 EfficientNet-B1 62.23% 25.0% 24.57% 24.78% 49.78%
4 EfficientNet-B2 65.36% 23.95% 30.21% 26.72% 52.43%
4 EfficientNet-B3 63.25% 26.93% 26.1% 26.51% 51.0%
4 EfficientNet-B4 47.65% 20.17% 22.01% 21.05% 40.78%
4 EfficientNet-B5 68.86% 53.72% 29.9% 38.41% 58.75%
4 EfficientNet-B6 62.38% 24.38% 24.7% 24.77% 49.84%
4 EfficientNet-B7 62.29% 24.56% 24.59% 24.58% 49.72%

The results of DenseNet models, as shown in Table , illustrate the superiority of the models compared to others. In the
first scenario, DenseNet169 is the superior model, achieving an impressive accuracy of 91.48% compared to other models.
This high accuracy is complemented by the results of other metrics which all above 90%. This results shows that the increased
in depth of model allows for a more nuanced understanding of complex features within the data, leading to better
generalization and performance. The enhanced feature extraction capabilities likely explain its leading position in this class,
as it can capture more intricate patterns that are crucial for accurate classification. DenseNet121, while still effective, falls
behind with an accuracy of 85.34%. The restriction of the model's ability to learn the complex representations which is
necessary for optimal performance comes from the shorter depth of this model. DenseNet201, despite its additional layers,
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performed slightly better than DenseNet121 with an accuracy of 90.21%, but, it did not match or surpass DenseNet169. So,
merely increasing depth does not always yield proportional improvements in results, potentially due to overfitting or
diminishing returns on feature extraction. In the second scenario, DenseNet201 although decreases the accuracy, but it
achieved the highest among other models with 82.66%, showcasing its capability to handle this particular classification task
effectively, but also the model's precision (73.88%) and recall (74.09%) reveal that it struggles with false positives and
negatives, which can impact its reliability in practical applications. DenseNetl21 and DenseNet169 displayed lower
accuracies of 80.19% and 78.57%, respectively. On the other hand, DenseNet201 is capable of learning detailed features,
but it still suffers from some noise that occurs due to the complexity, leading to lower precision and recall rates. This suggests
that the model might be too intricate for the underlying data distribution in this scenario, leading to ineffective generalization.
The final experiment showed a contrast in model performance. DenseNet121 again takes the lead with an accuracy of
84.12%. However, overall performance metrics across all models in this class were lower compared to the first and second
scenarios. The final experiment showed a contrast in model performance. DenseNet121 again takes the lead with an accuracy
of 84.12%. However, overall performance metrics across all models in this class were lower compared to the first and second
scenarios. DenseNet201 shows dismal performance with an accuracy of 51.54% only, this result shows that the increased
model complexity may exacerbate the challenges of learning from potentially noisy or ambiguous data. Finally,
DenseNet169 achieved an accuracy of 66.10% which indicates that the dense connections of this architecture do not well
capture the features relevant to this scenario. The drop in performance metrics across all models in this class highlights the
need for tailored model architectures that can better accommodate the specific characteristics of the data. The accuracy of
different versions of Inception model is illustrated in Figure 9.

Table X :DenseNet performance

Class No. Model Accuracy Precision Recall F1-score AUC

2 DenseNet121 85.34% 85.71% 86.12% 85.91% 85.31%

DenseNet169 91.48% 94.96% 91.89% 93.4% 91.3%

2 DenseNet201 90.21% 89.67% 90.85% 90.26% 90.21%

3 DenseNet121 80.19% 70.45% 70.1% 70.27% 77.68%

3 DenseNet169 78.57% 67.78% 67.92% 67.85% 75.9%

3 DenseNet201 82.66% 73.88% 74.09% 73.99 80.51%

4 DenseNet121 84.12% 67.86% 68.61% 68.23% 78.93%

4 DenseNet169 66.1% 67.67% 67.58% 67.62 66.02%

4 DenseNet201 51.54% 32.85% 32.72% 32.78% 47.45%
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Figure 9: The DenseNet versions comparison

The performance of AlexNet across the three scenarios, as shown in Table , indicates generally good results. We will
start with the first scenario where AlexNet achieved an impressive accuracy of 91.92%, indicating a strong ability to classify
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this category correctly. This high accuracy is supported by a precision of 91.52%, an AUC of 91.93%, and an F1-score of
91.87%. The recall achieved a good result with 92.22% which means that the model is effective in identifying true positives,
making it reliable for applications where the correct identification of this class is critical. The superiority of AlexNet in this
scenario can be attributed to its architecture, which effectively captures relevant features through its layered approach. The
model's ability to learn from a diverse set of features allows it to generalize well to the data, leading to high performance in
both precision and recall. For the second scenario, when analyzing the results, we notice that the model recorded less accuracy
than the previous one. The trend is also for the precision and recall metrics, highlighting potential challenges in correctly
identifying instances of this scenario. While the F1-score struggles with false negatives, as evidenced by the lower recall.
The AUC of 82.22% suggests that the model has a moderate ability to distinguish between classes, but there is room for
improvement. The decline in performance in this scenario could be attributed to the complexity or variability of the data.
AlexNet, while effective for many tasks, may not capture the intricacies of this particular dataset as well as deeper
architectures. This limitation can lead to misclassifications, resulting in lower precision and recall. For the third scenari,
AlexNet achieved an accuracy of 89.3%, which is a moderate performance compared to first but an improvement over the
second. The precision of 79.71% and recall of 77.5% indicate that while the model is generally effective, it still faces
challenges in identifying true positives. The F1-score of 78.59% reinforces this point, indicating a balance between precision
and recall. The AUC of 85.4% suggests that the model is reasonably good at distinguishing between classes, though not as
strong as in the first scenario. Although the model has moderate accuracy which can recognize patterns, it may not be able
to fully leverage the features necessary for optimal classification.

Table XI: AlexNet performance

Class No. Model Accuracy Precision Recall Fl1-score AUC
2 AlexNet 91.92% 91.52% 92.22% 91.87% 91.93%
3 AlexNet 84.58% 79.85% 74.46% 77.06% 82.22%
4 AlexNet 89.3% 79.71% 77.5% 78.59% 85.4%

The performance of LeNet model among the three scenarios clearly demonstrates that classification ability is not good,
as shown in Table . In the two classes scenario, LeNet achieves better accuracy than in the first scenario. However, it is still
struggling, and its precision and recall indicate that the model has difficulties correctly identifying the relevant instances.
The low recall value implies many true positives are not caught and result in untrustworthy predictions. In the three classes
scenario, the accuracy deteriorates even more. There are not so many relevant instances, indeed, and the model leaves out
many of them. This reveals a critical issue that needs to be addressed. In the last scenario, the model still performs badly as
it has poor metrics in all the categories. There is a significant lack of capability to accurately discriminate between the
relevant samples, leading to a low number of useful positive assignments.

Table XII: LeNet performance

Class No. Model Accuracy Precision Recall F1-score AUC
2 LeNet 51.05% 50.37% 52.35% 51.34% 51.07%
3 LeNet 58.52% 36.74% 38.87% 37.78% 53.4%
4 LeNet 65.43% 30.61% 30.85% 30.73% 53.86%

5. Discussions

Figure 10 illustrates the relationship among the top three models, showing the superiority of AlexNet in all scenarios.
This superiority of AlexNet comes from the innovative architecture of the model, where it has multiple convolutional and
pooling layers, enabling it to learn complex features from images, and also the use of ReLU as an activation function, which
helps to reduce the vanishing gradient problem, leading to faster training and better performance compared to others. While
DenseNet suffers little from AlexNet, it is still a good choice in image classification, especially with the good performance
shown in this paper. The good results of both DenseNet 169 and 201 come from the effective architecture of the model,
particularly the dense connections, which help alleviate the vanishing gradient problem by providing more direct paths for
gradients during backpropagation, leading to more effective training. Also the model mitigates the risk of overfitting by
reusing features, which leads to a reduction in the number of parameters. Finally, we must note that not always does the big
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depth of the model lead to a good result, as shown in the Figure 10, which illustrates the superiority of DenseNet169 over
DenseNet201 in all scenarios except the second scenario.

95.00%
90.00%

85.00%
80.00%
75.00%
70.00%
65.00%
60.00%
55.00%
50.00% —

2 classes 3 classes 4 classes

B AlexNet M DenseNet169 M DenseNet201

Figure 10: Top three models comparison

Table 20 shows a comparison with work in [77]. Two scenarios were used, the first is the binary classification, while the
second uses the whole images in the dataset. Although the table shows superiority of the paper in [77], the AlexNet model
performs well. The cause of this superiority lies in the preprocessing procedures implemented in [77], whereas our paper did
not perform any preprocessing on the images to highlight the strengths and weaknesses of the models. We are confident that
if preprocessing were applied, the performance would be even better than that of [77].

Table XIII: AlexNet comparison with [70]

Model Accuracy
[77] binary classification 100%
AlexNet binary classification 91.92%
[77] whole dataset 96.6%
AlexNet whole dataset 89.3%

Due to the great performance without preprocessing for the AlexNet and DenseNet models, many practical implications
for real-world applications are benefited from these models, especially in medical diagnostics, which most use the
classification of images. This significance comes from their ability to automate complex image processing tasks, which leads
to improved efficiency, accuracy, and decision-making.

6. CONCLUSION

In the past decade, CNNs have been widely used in image classification, because they are able to automatically learn and
extract features. This has significantly enhanced the classification accuracy on analysis of a wide range of different
applications. CNN can encode spatial hierarchies present in the data efficiently due to their hierarchical design and therefore
they perform better in solving difficult classification problems that the traditional methods cannot solve properly. Their
performance in the field lends the value that prompts more exploration on deep learning models to achieve new limits of
what can be done in image classification.

By analyzing the results, the AlexNet model achieved an impressive accuracy of 91.92% with a good precision and recall
making it stand out as a notable performer overall along with DenseNet169 and DenseNet201, particularly in binary
classification. We conclude that these excel at correctly identifying true positives while maintaining a low false positive rate,
which is critical for applications requiring high reliability. So we can understand that the modification of this model
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represented by dense connectivity, allows for efficient feature utilization, leading to superior performance in complex
classification tasks.

In contrast, the EfficientNet-B4 model makes the worst performer across all models with an accuracy in the binary
classification of only 46.84%, with similarly low precision and recall values, indicating a failure to classify instances
effectively. This worst performance of this model may come from the simplistic architecture of the model which limit its
ability to learn the necessary features from the data, leading to high misclassification rates. The results highlight that despite
being lightweight, EfficientNet-B4 does not provide the robustness needed for complex image classification tasks,
particularly in scenarios where precision and recall are paramount. This low performance is not only in EfficientNet-B4 but
also in another models such as ResNet101, Xception, Inception, EfficientNet-B1, and EfficientNet-B5. Many resons for this
low performance of the models, such as model depth, over complexity, absence of parameter optimization, the inability to
handle complex data. Many strategies can be done to enhance performance, such as increasing the model depth which could
increase the number of extract effective features, utilizing techniques such as transfer learning can significantly improve
classification accuracy, implementing advanced regularization methods, data augmentation, and ensemble techniques may
also help mitigate overfitting and improve generalization.

The key findings from this study highlight the importance of model architecture and thus achieving high classification
performance. As an example, DenseNet169’s superior performance illustrates the benefits of using deeper networks with
efficient feature extraction capabilities. These findings are considered important for practitioners in many fields such as
medical imaging, where classification instances accuratlly is critical. The ability to reliably identify conditions from images
can lead to improved diagnostic outcomes and patient care. According to the saying "No one fits all", the study highlights
the necessity for careful model selection based on the specific characteristics of the dataset and the application requirements.
For instance, while lightweight models like ResNet50 may be suitable for applications with limited computational resources,
they fall short in accuracy and reliability in more demanding tasks. The study also showed that there are many reliable models
such as AlexNet and DenseNet169 can handle more complex datasets and provide higher accuracy, precision, and recall,
making them suitable for various practical applications.

Although the excellent performance of the AlexNet and DenseNet models, there are many limitations to using them. The
AlexNet can be computationally intensive, particularly on larger datasets, and it can overfit when trained on small datasets,
as it has a large number of parameters. Finally, AlexNet could be considered shallow according to its architecture, which
may limit its ability to capture more complex features in data. While the DenseNet can lead to high memory usage,
particularly with deeper networks, according to its architecture, especially with dense connections which also lead to longer
training times compared to simpler architectures.

In conclusion, the results of these models illuminate the capabilities and limitations of various architectures in image
classification tasks. DenseNet169 stands out as a leader in performance, while EfficientNet-B4 demonstrates the pitfalls of
overly simplistic models. The insights gained from this evaluation can guide future research and practical applications,
emphasizing the need for robust and reliable models in critical domains.

For future work, increasing the number of datasets will help illustrate the performance and effectiveness of the models.
Also, preprocessing is performed on the datasets, including augmentation and image enhancement, to demonstrate the
performance of the models before and after these procedures.
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