
 
 
 

*Corresponding author. Email: maymoonat@uoanbar.edu.iq 

                      

 
 
 

Eman Turki Mahdi
1,*,

, Mohammed E. Seno 
2,  , Abdullah I. Abdulghafar

2 ,   

1 Department of Computer Networks Systems, College of Computer Science and Information Technology, University of Anbar, Ramadi, Iraq 

2 Department of Computer Sciences, College of Sciences, University of Al Maarif, Al Anbar,31001, Iraq 
 

Article History 

Received 02 Aug 2025 
Revised 29 Aug 2025 
Accepted 22 Sep 2025 
Published 30 Oct 2025 
 

 

Mesopotamian journal of Big Data 
Vol. (2025), 2025, pp. 415-428 

DOI: https://doi.org/10.58496/MJBD/2025/025  ISSN: 2958-6453 
https://mesopotamian.press/journals/index.php/BigData 

 



 
 
 

 

Mahdi et al., Mesopotamian Journal of Big Data Vol. (2025), 2025, 415–428 416 

 

 

 

 

 



 
 
 

 

Mahdi et al., Mesopotamian Journal of Big Data Vol. (2025), 2025, 415–428 417 

TABLE I: COMPARISON OF PRIOR STUDIES ON SOLAR FLARE FORECASTING 

 

Fig 1: Methodology Architecture 
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Our study dataset was obtained from NASA Space Weather Database of Notifications, Knowledge, Information (DONKI) 
[25]. It is a large archive that supplies multiple multivariate time series of solar and geomagnetic activity indices and 
parameters, which would be possible inputs to tests specifically tailored to assess forecast-ability. Along with the other 
physical and solar/environmental parameters, each dataset observation also has a solar flare class (during A-X range), as 
well speed/density of solar wind, fluxes for protons/electrons, X-ray intensity and indices for geomagnetics like Kp index/Dst 
index. Such parameters are key to modeling the response of space weather and implications for atmospheric perturbations 
on Earth. The dataset is built with a set of flare records classified under the following five classes: A, B, C, M and X. Classes 
A and B are weaker solar activity events which have little impact on Earth, while C class flares are stronger than the previous 
ones and can cause geomagnetic storms occasionally during high solar activity periods. In the present study only C, M and 
X class flares were included due to their importance for storm prediction. We discarded A and B class flares in order to 
minimize the level of noise, remove apparent spurious patterns and keep the focus on high impact solar phenomena. The 
dataset was converted to labeled samples with 24-hour time windows after filtering, cleaning and preprocessing. Both spatio-
temporal readings from the sensors were aggregated in terms of windows and are tagged for whether there was any storm-
related activity in that window or not. The resulting dataset includes around of 25,000 archive samples labeled as “storm” 
(1) or “no storm” (0), based on combined flare classification and geomagnetic criteria (e.g., increased Kp or Dst indices). 
The data given were several predictors of a storm. The benefit is that it comes with a rich feature set and timestepping. 182 
The models are able to account for complex spatio-temporal relationships. However, some challenges were noted. Example 
of those are that there is some missing values and overlapping events that do not help on the labeling (what is a flare and 
what is not a flare, e.g. CMEs (Coronal Mass Ejections) can sometimes appear without a accompanying flare). However, the 
dataset is well positioned for predictive modeling purposes, especially when combined with feature engineering and noise-
robust learners. The final fully cleaned and preprocessed samples have been divided into three subsets as mentioned below 
to achieve its model development and cross validation.
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TABLE IV. CLASS DISTRIBUTION BEFORE AND AFTER THE SMOTE

 

 

 



 
 
 

 

Mahdi et al., Mesopotamian Journal of Big Data Vol. (2025), 2025, 415–428 422 

 



 
 
 

 

Mahdi et al., Mesopotamian Journal of Big Data Vol. (2025), 2025, 415–428 423 

The 6-hour multi-class model trained with the Capsule Network optimized with Focal Loss exhibits learning stability and 
is effective in dealing with an imbalanced dataset. As shown in Fig. 2, the decreasing training loss is applied to 50 epochs 
of training from around 0.52 toward a stable state of ∼0.086 with no sign of overfitting or decrease in performance. That 
there is a long-term decreasing trend indicates, as claimed by the authors of the method, that training in this way allows the 
model to benefit from dynamic routing discriminability and Focal Loss weighting mechanism which make the model more 
focused on misclassified and minority cases. The confusion matrix below also demonstrates that the model is quite effective 
when it comes to classification. It reached an 80% recall for C-class, a 94% recall for M-class and a remarkable 86% only 
considering X- class samples even though this is the least available class. This well-balanced performance for all three 
classes tests its process of distinguishing mild and severe flare events, especially the ability to capture high-risk X-class 
flares that represent the most crucial for operational space weather forecasting. The results confirm the robustness of the 
method and its applicability to real time early warning systems in short-term (6-h) flare forecast problem.
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TABLE VIII : SUMMARY OF MODEL PERFORMANCE BY TASK AND WINDOW 

TABLE IX: SIMPLE COMPARISON WITH OTHER STUDIES 
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