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ABSTRACT   
 

The objective of this paper is to clarify dynamic clustering, the divisive and agglomerative dynamic 
clustering techniques. It fundamentally centers on the concept of the divisive different leveled shapes as 
well known as the top-down approach by creating a workflow appear, dendrograms, clustered data table 
which accumulated the clusters based the chosen property, and appear the isolated between each cluster 
with the assistance of an data mining device called Python. The DIANA dynamic approach utilized data 
tests of the list of laborers in a Data Advancement firm to induce clusters from the position column inside 
the data test table. In this work, we in addition executed genuine infers by creating bar chart that shows 
up the ages of the chosen agent sets plotted against the positions which are the Engineers, Assistants, 
Workers and Troughs. 
 

 
1. INTRODUCTION  
Data mining is an integral part of modern management and decision-making methods in organizations. In recent years, the 
use of cluster analysis has become one of the main techniques for identifying structures and patterns in large amounts of data 
[1]. This becomes especially important for companies involved in data innovation, where a deep understanding of internal 
and external processes is required to improve operational efficiency and strategic planning [2]. Level clustering, or 
hierarchical cluster analysis, is a data clustering technique that allows you to identify hidden structures at different levels of 
nesting [3]. This method is widely used in various fields including marketing, bioinformatics, and social network analysis 
[4-6]. In the context of human resource management, grouping levels can help identify key groups of employees based on 
different characteristics such as professional skills, productivity and engagement [7]. For companies involved in data 
innovation, knowing and understanding internal employee structures becomes crucial. For example, identifying groups of 
high-performing employees allows you to improve recruitment and retention processes [8]. In addition, level analysis allows 
us to identify groups that need additional training or support, which helps create a more productive work environment [9]. 
Using different grouping procedures on employee positions in a company can also help improve communication and 
coordination between different departments [10]. This is especially important in an innovative business environment, where 
synergy between teams plays a key role in the successful implementation of projects [11]. 
The purpose of this paper is to explore the application of different-level clustering procedures to analyze data related to 
employees' jobs in a data innovation company. In particular, we will consider clustering and partition clustering techniques, 
as well as their practical application for identifying large groups of employees [12-14]. The advantages of combinatorial 
methods lie in their ability to create hierarchical structures that allow flexible control of the level of detail of analysis [15]. 
On the other hand, partitioning methods can be more effective for large data sets, as they can quickly divide the data into 
groups [16]. It is important to note that choosing the appropriate methodology depends on the specific objectives of the 
analysis and the characteristics of the data [17]. To conduct the study, we will use real data about company employees, 
including information about positions, skills, experience, and performance [18]. The analysis will be performed using 
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specialized cluster analysis software such as Wika, which will allow us to obtain reliable and reproducible results [19]. As a 
result of this study, we expect to obtain a deep understanding of the structural characteristics of the company's employees, 
which will help improve management and decision-making processes [20]. The results may also be useful for other data 
innovation companies seeking to improve their operational efficiency and competitiveness [23-21]. Therefore, data mining 
using different aggregation procedures at company employee job levels is a promising tool for improving the efficiency of 
personnel management and strategic planning [22-24][31][32]. 
 
2. RELATED WORK 
Odelia Yim and Kylie presented a stepwise cluster analysis framework using SPSS software. They focused on this method, 
in which clustering is done incrementally by systematically combining similar groups using connectivity and exclusion 
measures. They also compared different measures of connectivity (single connectivity, complete connectivity, average 
connectivity) and related them to mental information to achieve accurate results [6]. 
Tian Zhang and colleagues conducted a study on the BIRCH (Reduced Iterative Reduction and Pecking Classification) 
strategy, which is an ideal agglomerative clustering strategy for large databases. BIRCH has been proven to be most effective 
when dealing with large and chaotic collections in databases, allowing the creation of a single collection using a single 
information filter while maintaining quality. The effectiveness of BIRCH has been evaluated through numerous experiments 
conducted by the creators, demonstrating high efficiency in managing input data and organizing groups [27]. 
Vera M.B considered the idea of clustering and used stepwise agglomerative calculation as a tool for extracting information 
from the capital market in order to study the Bulgarian stock exchange and identify global trends in the behavior of traded 
shares. She also created a dendrogram of stock groups using conventional connectivity measures [26]. 
Anna S. and her colleagues proposed progressive probabilistic clustering strategies used in supervised and unsupervised 
learning for information extraction. Their probabilistic clustering is based on generalized Gaussian mixing, and the proposed 
approach relies on agglomerative clustering with L2 removal [28]. 
In their study, Sudipto G. and colleagues presented a stepwise calculation that handles groups of non-spherical shapes and 
with wide variations in discretization. This approach combines irregular scanning and partitioning to work with large 
databases, where clusters are defined by sparse points and then reduced towards the center of the clusters [29]. 
Fathi HS and colleagues compared different agglomeration calculations based on assessing the quality of clusters created 
using different advanced agglomeration strategies. Their research results showed that agglomerative calculation, using I1 as 
a model for selecting clusters, produces higher group quality compared to other methods based on entropy and virtue 
measures as external criteria[30]. 
 
3. HIERARCHICAL CLUSTERING STRUCTURE  
Partitioning and agglomerative clustering don't require a preparatory determination of the number of clusters k, but for them 
it is fundamental to decide a strategy for calculating the separate between clusters. As appeared in Figure 1, the top-down 
approach from root to leaf is known as various leveled divisive clustering (DIANA), whereas the switch strategy, from leaf 
to root, is known as agglomerative progressive clustering (AGNES). Dendrograms resulting from the method of divisive 
clustering reflect diverse levels of pecking order and the degree of likeness at each level. Within the case of agglomerative 
clustering, the method begins with one information point and slowly combines two or more clusters. In differentiate, divisive 
progressive clustering begins with a expansive cluster and successively isolates it into littler ones [25]. 

 
Fig. 1. Hierarchical Clustering Techniques 
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4. DENDROGRAM  
Dendrogram might be a chart that talks to the dynamic relationship between challenge. From the dynamic clustering method 
in Figure 2, the dendrograms are gotten inside the taking after portion get ready plan 1-8 for the levels: 

 
Fig. 2. Dendrogram appearing the Progressive Part Relationship 

 

4.1 Clustering Algorithm 

A cluster clustering algorithm is an unsupervised machine learning technique that is used to group data into groups or clusters, 
such that the data in each cluster is similar to each other and different from the data in other clusters. Cluster clustering can 
be used in many fields such as data analysis, pattern learning, dimensionality reduction, and market segmentation. 
Types of cluster clustering algorithms 
• Hierarchical Clustering 
• K-means clustering 
• Density based clustering (DBSCAN) 
Hierarchical Clustering 
Hierarchical cluster clustering builds a hierarchy of clusters. This hierarchy can be either agglomerative or divisive. In the 
clustering method, each element starts out in a separate cluster, and the clusters gradually merge until all the elements are 
combined into one large cluster. In the partitioning method, all the elements start in one large cluster and are gradually 
divided until all the elements are in separate clusters. 

 
Fig. 3. Show the algoritham structure. 

To Calculate the distances between all clusters using a certain distance criterion such as the (Euclidean Distance): 
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Where 𝑑(𝑖, 𝑗) is the distance between element 𝑖 , element 𝑗 , 𝑥"# 	and 𝑥$# They are the feature values 𝑘 of elements 𝑖 and 𝑗 
respectively. 
After merging, calculate the new distances between the new cluster and the rest of the clusters: 

𝑑(𝑖, 𝑗)&  
"∈)

& 
$∈*

1
|𝐴||𝐵| = 𝑑(𝐴, 𝐵)																															(2) 

Where 𝐴 and   𝐵 are clusters, |𝐴| and |B| are the number of elements in the clusters. 
 

5. RESULTS  
We created a DataFrame containing employee names, their roles, and their scores in two variables (Score1 and Score2). 

Choosing the variables used in the analysis: 

We chose the variables Score1 and Score2 to perform the cluster analysis. 

Scale variables: 

We used StandardScaler to standardize variables. 

Implementing hierarchical clustering: 

We used the linkage function from the scipy.cluster.hierarchy library to implement the hierarchical cluster clustering 
algorithm using the “rose” method. 

Create a tree diagram: 

We used the dendrogram function to create a dendrogram to display the results. 

Thus, we have prepared and implemented the hierarchical cluster clustering algorithm and presented the results using a tree 
diagram. 

The dendrograms and partitions gotten from the clusters portion for the examiner, Company positions after analyzing the 
clusters and the thrust ID for each position are showed up in figure 3 below: 

 
Fig. 3. Dendrogram of Clusters for Enginners, Assistants, Workers and Managers Position. 
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Genuine infers through bar chart was utilized to look at the ages the agents and the position from the clustered data table 
was as well actualized as shown in figure 4 below: 

 
Fig. 4. Statistical clusters for each position. 

6. CONCLUSION 
The cluster algorithm is one of the basic tools in the field of data analysis and machine learning, as it plays an important role 
in organizing and classifying data based on its similarities and characteristics. Through techniques such as K-Means and 
Hierarchical Clustering, these algorithms are able to reveal patterns and structures hidden in large, complex data. The 
importance of the cluster algorithm lies in its ability to simplify data and group it into meaningful groups, making it easier 
to analyze and make decisions based on accurate insights. Moreover, it contributes to improving the quality of data used in 
modeling and forecasting, by reducing noise and dividing it into homogeneous groups. However, there remain challenges 
associated with clustering algorithms, such as determining the optimal number of clusters and dealing with heterogeneous 
data. Therefore, it is necessary to continuously develop and update algorithmic technologies to ensure that they are 
maximized in various practical applications. In conclusion, it can be said that the cluster algorithm is a powerful and useful 
tool in the field of data analysis, allowing practitioners and researchers to understand data in new ways and achieve valuable 
results in various fields. 
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