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ABSTRACT  
 

Integrating Machine Learning (ML) techniques into Vehicular Adhoc Networks (VANETs) provides 
promising features in autonomous driving and ITS applications. In this paper, DSRC data is used to 
evaluate the effectiveness of different ML models, including Naive Bayes, Random Forest, KNN, and 
Gradient Boosting, in normal and adversarial scenarios. Since the dataset is relatively imbalanced, the 
Synthetic Minority Over-sampling Technique (SMOTE) is employed for sampling, and defensive 
distillation for improving model resilience to adversarial perturbations. From the results, it is clear that 
models such as Gradient Boosting and Random Forest show high accuracy in both cases, thus showing 
the potential of using Machine Learning to improve VANET security and reliability when new threats 
appear. Through this research, the significance of the application of ML in the protection of vehicular 
communication in order to enhance both traffic safety and flow has been articulated. 
 

 
 
  

1. INTRODUCTION  

In recent years, wireless communications that capable to support high mobility broadband communication have gotten more 
and more attention from both the academic and industrial fields [1- 4]. The development of networked vehicles has made 
remarkable progress in improving how vehicles share information. Devices within vehicles as well as the Onboard Units 
(OBU’s) are critical for building an Intelligent Transportation System (ITS) and smart cities. Each car carries an OBU that 
communicates with other vehicles and with roadside equipment. We will soon see that vehicular networks shape our daily 
routines over the next few years [5, 6]. Our life will become less complicated and more secure through its advancements [7]. 
With the growth of technology and AI capabilities we can establish experiences for autonomous driving. 
A special wireless mobile Adhoc network called vehicular Adhoc network (VANET) is emerged to support the vehicular 
wireless communication [8]. VANET is a type of Mobile Adhoc Network (MANET) [9]. VANET has been developed in 
recent years. The IEEE standard for the Figure 1: An illustration for a simple VANET concept. 
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Fig. 1. A simple VANET concept [10]. 

In simple way, the VANET system consist of mobile nodes which have the sensors built in them called the On Board Units 
(OBU’s), and fixed nodes located at the road side used to collect and send data called the Road Side Units (RSU’s) [11]. The 
RSU’s are permanent nodes functions as a gateway to the internet or a server to exchange information. Moreover, VANET 
has two types of communications, the first is the vehicle-to-vehicle communication (V2V) which connects mobile nodes 
among them, and the other is vehicle-to-infrastructure (V2I) which connects mobile nodes to the fixed nodes (RSU’s) [12].  
Nowadays, Artificial intelligence (AI) is becoming a transformative that can impact a lot of industries positive due to its 
characteristics in analyzing, processing [13-16] and making decision [17-20]. It incorporated into almost every discipline, 
such as health [21], business [22], transportation [23], climate [24], languages [25], production, teaching, and many others 
with an objective to optimize its functioning, working, interaction, and outcome [26-28]. AI has received attention in research 
as useful in enhancing system reliability in disasters and in the assessment of forensic evidence. Moreover, exposure to fake 
news and improvement of societal safety utilizing AI employs all elements of the artificial capacity to overcome social issues 
[29,30]. Moreover, In the domain of cybersecurity, AI finds itself rather essential. That is why it can be considered highly 
effective tool for pattern recognition, identification of specific weaknesses, and real-time reactions to various forms of 
adversarial attacks [31]. Anywhere AI needed to become important since it is meaningfully used to protect information and 
to ensure the stability of the digital environment to prevent malware, phishing and hacking [27][32]. While AI technology 
advances, so does its position in the construction of a safer, stronger external environment. 
Machine learning became one of the most dominant technologies that controls today’s technical equipment [33-35]. Areas 
from medicine, agriculture, advertisements, communications, etc. are integrated with machine learning to deliver best 
experience to the user [36-39]. VANET, which uses the wireless communications as a major technology to connects nodes 
with each other so as to deliver data among nodes within the network, is in need to use faster and reliable today’s artificial 
intelligence technologies so as to deliver best experience to its decision maker’s nodes in order to make best decision 
[40].These decisions provide safety of environment and traffic management which are considered the most important goals 
of using VANET. Machine learning has different methods to implement so as to get a better output result with in the field. 
These methods are divided into three divisions [41], Supervised Machine Learning (SML), Unsupervised Machine Learning, 
and Reinforced Machine Learning. All the aforementioned categories have two stages of implementation which are training 
and testing. In training stage, the machine learning model trained based on a given dataset, while in testing stage, the model 
is tested to give a prediction for a futuristic input[41]. SML employs various algorithms with a labeled dataset in order to 
come up with a better model [42]. These algorithms are subdivided into two groups: classification algorithms and regression 
algorithms. Classification algorithms such as k-nearest neighbor  [43], Bayesian classifiers [44], decision trees [45], neural 
networks [46], and support vector machine [47] are used to train the model to predict a categorical output for a category 
labeled input. Regression algorithms such as logistic regression [48], support vector regression [49], and gaussian process 
for regression [44] are used to train the model to predict a numerical output  for a numerical labeled input. Unsupervised 
learning approach has the ability to use unlabeled data set to achieve an efficient representation of data set’s samples without 
labeling the information. Clustering and dimension reduction are two cases of unsupervised learning. Clustering, in which 
data samples are grouped in a cluster of data samples that have a similarity in behavior, is a representative state of 
unsupervised learning. In clustering, the samples within a particular cluster have a similarity in behavior while other clusters 
have different samples with different behavior.  The conventional algorithms used in clustering are hierarchical clustering 
[50], k-means [51], spectrum clustering [52], and Dirichlet process [53]. Dimension reduction, also known as dimensionality 
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reduction is a technique used in unsupervised learning to perform feature selection or extraction. The aim of using this 
technique is to find the important features that can be used for prediction. Dimension reduction saves more storage and 
reduces the time needs to make a decision. Some conventional algorithms used in dimension reduction are the linear 
projection methods, like principles component analysis [54] and nonlinear projection methods, like local linear embedding 
[55], manifold learning [56], and isometric feature mapping [57].  In reinforcement learning, the limitation of solving multi-
step problems is solved. A trial and error are used in this type of learning to solve the problems. An agent is used to interact 
with the environment to achieve a multi-step goal within the environment. The objective of the agent is to learn how to 
always choose the right action that leads it closer to its goal. The Markov decision process (MDP) models the environment 
to introduce action and rewards to a Markov process. Sarsa [58] and Q-learning algorithms can be used in reinforcement 
learning to solve the problems. The temporal variation of wireless communication in VANET can be handled using 
reinforcement learning.   
Machine learning are susceptible to various kinds of attacks which is called adversarial attack.  
The aim behind using VANET is to provide safer road driving, more economical trip, and less pollution environment. To 
achieve the previously mentioned aims, a VANET should have a secured communication as it uses a wireless based 
communication which in turn is vulnerable to external attacks by outsiders [59]. In a VANET, there are different kinds of 
attacks, figure 2 shows these types of attacks [60]. 

 
 

Fig. 2. Possible attacks in a VANET 

In DOS attack [61] the attacker tries to flood the network with legitimate large number of packets. The network will be 
overwhelmed in a way that that server node cannot handle the capacity of the packets anymore, which leads to dropping 
packets.  
Broadcast tempering is an attack tries to inject messages filled with false information related to the road’s blockage, incorrect 
safety messages, wrong information related to traffic jams in order to deceive the network to make them make a wrong 
decision. 
In sybil attack, the attacker uses the identity of legitimate nodes and forges them for his own purposes. These forged identities 
deceive the network and show the network that there are more vehicles than the actual number on the road. Also, the attacker 
sends false information about the position and direction information [62]. 
Suppression attack is another type of attack where the attacker selects some packets by sniffing them through the 
communication channels, and drops some packets that may content significant and substantial information for the receiver 
[63]. The attacker takes a copy of these packets after suppressing them, and this copy of packets used by the attacker when 
required. The aim behind this attack is to prohibit the authorities from taking updates about vehicles positions and collisions 
if happened. Also, it prevents the delivery of collision report to the RSUs. 
 
Finally, in alteration attack, the attacker modifies the content of the targeted packets. The attacker sniffs the information from 
the communication channel and then modifies the information by altering their header and body of packets [64], [65]. 
Alteration attack can be implemented by different methods, either by replaying recent messages, or by delaying the 
transmission of packets, or modifying the data of transmitted information. 
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2. METHODOLOGY AND RESULTS  
Machine Learning is just like another tool, vulnerable to adversarial attacks which can have huge implications in a world 
where we trust them with human lives via self-driving cars and other automation [66-68]. This work tries to say that: the ML 
learning models must be tradeoff between accuracy and robustness. Refer to figure 3. 

 
Fig. 3. Proposed methodology 

2.1 Data set description 
Dedicated short-range communication (DSRC) dataset offers data concerning wireless communications between vehicles 
and road side units. two isolated data sets are provided (normal scenario) and in the presence of attacker (jammer).” 
Communications were setup based on IEEE 802.11p standards at 5.9Ghz. 10BSM (Basic Service messages) per second. 
Using Control Channel (Ch172) a 10 Mhz channel. Also Attached a clean version in spreadsheets for each dataset (jammed 
and normal)”. the dataset have (390 Instances) with no missing data 

The typical data set comprises the non-Attacker scenario with [Highway (70-80Mph)] (RSU 1) (bi-directional data-
exchange) (UDP packet size 500 byte) (Channel Bandwidth = 10 Mhz) (Data-Rate = 6Mbps) and counts vehicles from (1 
10 20 40 60 80 100). 

In a jamming situation Responsive-Intruder Scenario on a Highway (25-35Mph) with one RSU (multipoint data 
transmission) (UDP data packets of 500 bytes) (10 MHz channel bandwidth) (6 Mbps data rate) using up to 100 
vehicles.40,60,80 and 100) In jammer scenario Reactive-Attacker Scenario with [Highway (25-35Mph)] (1 RSU) (bi-
directional data-exchange) (UDP packet size 500 byte) (Channel Bandwidth = 10 Mhz) (Data-Rate = 6Mbps) and number 
of cars equal to (1,10,20,40,60,80 and 100). 

2.2 Data set preprocessing 
The two datasets have the same attributes for both the normal and attacker scenarios. These attributes are merged into one 
dataset. the dataset then labeled by addition one class called (state) field presenting the type of scenario (normal, attacker) 
where the code 0 is given for normal and code 1 for the attacker scenario. The following table presents the mutual features: 

TABLE I.  THE MUTUAL FEATURES 

Fields name description 

Car P-Received Represents the power received by the car during communication, measured in dBm. 

Car-PDR (%) Packet Delivery Ratio (PDR) for the car, showing the percentage of successfully delivered packets. 

RSU PDSR (%) Packet Delivery Success Ratio (PDSR) for the Road Side Unit (RSU), expressed as a percentage. 

• mergednormal and attacker scenarios 
• labeled by class (state)
• state coding
• normalize data(Min-max )
• balance data
• (SMOTE), 

Data set 
preprocessing

• train (MLP , Random forest , KNN , 
Naive Bayes, Gradient Boosting, SGD

• evalute models 

ML Models learning  
without adversarial  

attack: • use Defensive distillation
• create Fast Gradient Method as 
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ML Models learning  
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Car Received power (dBm) The amount of power received by the car during communication, in decibel-milliwatts (dBm). 

RSU-PDR (%) Packet Delivery Ratio (PDR) for the Road Side Unit (RSU), indicating successful packet transmission. 

number of OBU's The number of On-Board Units (OBUs) involved in communication. 

state Scenario label indicating whether the data corresponds to a normal (0) or jammer (attacker) (1) scenario. 

 

2.2.1 Normalization  

Application of normalization is common in data preparation for machine learning [69]. By normalizing numeric columns in 
the dataset to a common scale; the team ensures the differences in value ranges remain unaffected. 

One of the most frequent methods to normalize dataset is min-max normalization. One approach transforms every feature's 
minimum value into a 0 while its maximum value turns into a 1; all other values are mapped to values within the range of 0 
and 1 according to a formula: 

 value !"#$
"%&!"#$

  … (1) 

2.2.2 Data set balancing 

In the dataset a great disparity exists in class representation as one category contains many samples (0 normal) while the 
other has limited examples (1 attacker). Classifiers strive to decrease total error rates rather than examining the distribution 
of the data. The balance has to be restored using data sampling.  

After labeling (DSRC) dataset the distribution of state class has normal scenario equal to (322) and attacker class equal to 
(68) as shown in figure 4. this present imbalance dataset and could be biased to the majority class when ML models are 
trained. Refer to table 2 and 3.  

 

 
Fig. 4. Class distribution before use SMOTE 

TABLE II.  THE DATASET CLASSES BEFORE BALANCE 

state No. of instances 
0(normal) 322 
1(attacker) 68 

 390 
 

To bypass this problem Synthetic Minority Over-sampling Technique (SMOTE) was adopted [2]. It is an over-sampling 
technique whereby synthetic minority examples are generated. It combines informed oversampling of the minority class with 
random under-sampling of the majority class. The dataset distribution after balance become as that presented in figure 5: 
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Fig. 5. Class distribution after use SMOTE 

As a results of over sampled the number of dataset instances are increased. 

TABLE III.   THE DATASET CLASSES AFTER BALANCE 

state No. of instances 
0(normal) 322 
1(attacker) 309 

 631 
 

2.3 Construct supervised ML Models 
Our work proposed a defense approach to train bunch of machine learning models normally without adversarial attack and 
then these models is feed to train with adversarial examples by using Defensive distillation approach. The work on defense 
leads into the idea of making machine learning models more robust in general. 

2.4 ML Models learning without adversarial attack 
The following ML models were trained without adversarial attack learning (without defense).these models are (MLP, 
Random forest, KNN, Naive Bayes, Gradient Boosting, SGD). The following steps is followed for learning procedure: 

• Step 1: preprocessing of DSRC dataset, finalist with balanced data of 631 instance 

• Step 2: learn the model without adversarial attack learning 

- Train the data set with (MLP, Random Forest, KNN, Naive Bayes, Gradient Boosting, SGD). 

- Test the dataset with evaluation metrics (Train time, Test time, accuracy). 

The output of evaluation metrics is shown in table (4) 

TABLE IV.   RESULTS OF ML MODELS WITHOUT ADVERSARIAL ATTACK 

ML Model Train time [s] Test time [s] accuracy 

Naive Bayes 0.072 0.013 0.9017433 

SGD 0.093 0.013 0.9698891 

Neural Network 4.182 0.018 0.9698891 

KNN 0.071 0.051 0.9809826 
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Gradient Boosting 1.143 0.02 0.9936609 

Random Forest 0.223 0.033 0.9920761 

 

SGD and neural network has the same value in term of accuracy while Train time in SGD is less than in Neural Network. 
Gradient Boosting and Random Forest has the highly accuracy compared with other models while Naive Bayes has the lower 
accuracy compared to all models. 

The purpose of this step is to calculate the accuracy of each model to compare it later when training the same model with 
adversarial attack example (with defense) 

2.5 ML Models learning with adversarial attack example  
Adversarial training is an intuitive defense method against adversarial samples, which attempts to improve the robustness of 
a neural network by training it with adversarial samples. Defensive distillation defenses that have been proposed in this work. 

The work trained machine learning models on the DSRC dataset and creates adversarial examples using the Fast Gradient 
Sign Method. Here the ART classifier were used later to train the model. Adversarial Robustness Toolbox (ART) is a Python 
library for Machine Learning Security provides tools that enable developers and researchers to defend and evaluate Machine 
Learning models and applications against the adversarial threats of Evasion, Poisoning, Extraction, and Inference [70]. 

There are many techniques to create adversarial examples. Most approaches suggest minimizing the distance between the 
adversarial example and the instance to be manipulated, while shifting the prediction to the desired (adversarial) outcome. 
Some methods require access to the gradients of the model, which of course only works with gradient based models such as 
neural networks, other methods only require access to the prediction function, which makes these methods model-uncertain 

2.6. Adversarial defenses 
By training a backup model with a smoother surface in the schemes attackers usually aim to exploit we hinder their ability 
to reveal input changes leading to wrong categorization. The reason this method succeeds is that unlike the first system the 
second model uses soft probabilities from the main model instead of binary labels. Some success in protecting against initial 
variants of adversarial attacks was demonstrated by this technique. 

The same ML models were trained with Fast Gradient Method as adversarial test examples. The following steps is followed 
for learning procedure: 

• Step 1: Instantiate classifiers (MLP, Random forest, KNN, Naive Bayes, Gradient Boosting, and SGD) 

• Step 2: fit on training data 

• Step 3: Create the ART classifier 

• Step 4: Train the ART classifier 

• Step 5: Evaluate the ART classifier on benign test examples 

• Step 6: Generate adversarial test examples 

• Step 7: Evaluate the ART classifier on adversarial test examples 

TABLE V.  RESULTS OF ML MODELS ADVERSARIAL DEFENSES 

ML Model Train time [s] Test time [s] Accuracy on benign test examples Accuracy on adversarial test examples 
KNN 2.052 0.921 99.3670% 98.2341% 
MLP 

(neural network) 
 

6.157 1.911 98.7341% 98.4012% 

RF 
 

0.989 0.180 99.3670% 97.4683% 

GB 
 

1.954 0.985 99.2145% 96.1453% 

SGD 
 

1.028 0.518 96.1525% 95.1281% 

Naive Bayes 1.52 1.012 0.9103% 90.1715% 
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As we note in the above (table 5), the training and test time will certainly increase, due to the learning of the ML models 
with the adversarial test examples that the model may be exposed to. the model compute Accuracy on benign test examples 
and Accuracy on adversarial test examples. Even neural network has the higher accuracy but train time is increased and 
accuracy decreased as consequence to model robustness .as noticed all Accuracy values’ on adversarial test examples were 
decreased compared to Accuracy on benign test examples. 

 

3. DISCUSSION 
Data from the experiments reveals crucial understanding of using machine learning algorithms for VANETs from 
adversariaCl assaults. Analysis of these findings emphasizes essential features of model performance against attacks and 
their effectiveness in practical settings. 

3.1 Model Accuracy and Robustness 
The high accuracy of Gradient Boosting and Random Forest models is noteworthy under benign and dangerous conditions. 
The results illustrate that these models perform well in spotting and addressing potential dangers such as jamming and 
Sybil attacks in VANETs. Their impressive accuracy reveals their capacity to improve the security of VANET systems in 
adverse scenarios. The relatively small drop in accuracy for these models when exposed to adversarial examples (Gradient 
Boosting: 99.Their robustness is evident in the drop of the Gradient Boosting model from 99.21% to 96.14%, indicating 
its effectiveness for environments facing Security threats. 

Naive Bayes and SGD demonstrated inferior accuracy together with decreased resistance to adversarial changes. The 
performance of Naive Bayes fell enormously in benign and adversarial contexts with just 90.17% accuracy. Although Naive 
Bayes might simplify training speed it is deficient in the strength essential for critical applications like VANETs. 

3.2 Compromises exist between performance and precision 
The results show a major conflict between accuracy and efficiency. Although MLP and Gradient Boosting gained high 
performance their training processes were notably slower than Naive Bayes and SGD. Naive Bayes and Random Forest 
took much less time to train compared to the Neural Network that took 6.157 seconds. Delay in training could be a major 
obstacle in applications that demand fast performance for secure car connectivity. 

The analysis reveals that while Gradient Boosting and Neural Networks offer significant accuracy benefits their 
computational demands could require enhancements for immediate VANET scenarios. The Random Forest model strikes 
a favorable trade-off between precision and performance which positions it well for use in VANET applications. 

3.3 Handling Data Imbalance 
Applying the Synthetic Minority Over-sampling Technique (SMOTE) to tackle class imbalance worked well. Should 
SMOTE not be used models may lean towards the dominant class resulting in inadequate adversarial attack detection. 
When the dataset was equalized the models improved their effectiveness across both normal and adversary scenarios 
achieving greater accuracy and more accurate generalization. 

The importance of confronting data imbalance in cybersecurity contexts where threats may be uncommon but crucial for 
detection has been shown by this finding. By utilizing SMOTE alongside powerful machine learning techniques we can 
effectively address this problem in VANETs. 

3.4 Significant practical applications wait for future endeavors 
The findings show that machine learning algorithms like Gradient Boosting and Random Forest can greatly improve the 
safety of VANETs. The models can be utilized in vehicle communication systems to uncover and counteract adversarial 
threats to improve traffic safety and efficiency. 

A number of domains require enhancement. The reduction in accuracy in adversarial scenarios shows the necessity for 
additional study on better adversarial defense methods. Wider use of attack vectors in adversarial training along with model 
aggregation could improve the robustness of protection against threats. 

Immediate application in live vehicular scenarios is vital for measuring how well these models perform under fluid network 
environments. Research in the future should examine the feasibility of using edge computing to handle vehicular data live 
and shorten response times while strengthening machine learning defenses. 

By adding more diverse attack scenarios to the dataset we can improve the universality of models in different types of 
VANET environments. 
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In all models tested Defensive distillation notably increased model resilience. As adversarial examples were presented the 
accuracy decreased slightly; nonetheless the decrease was manageable in models including KNN and Neural Networks. 
Despite being affected by adversarial examples KNN achieved an accuracy of 98.23% while Neural Networks experienced 
a 0.33% decrease. 
 
The data reveals that adversarial techniques can lower model accuracy while defensive distillation serves as a practical 
method to reduce this loss. Gradient Boosting and Random Forest demonstrated higher reductions in accuracy in response 
to adversarial situations. Armed with this insight researchers might find value in developing sophisticated adversarial 
defenses like incorporating various attack methods into adversarial training for better protection 

 

4. CONCLUSION AND FUTURE WORK 
This paper has demonstrated the potential of ML techniques in enhancing the security and performance of VANETs under 
both normal and adversarial conditions. By leveraging the DSRC dataset, we evaluated several ML models, including 
Random Forest, Gradient Boosting, and KNN, and assessed their effectiveness in detecting and mitigating threats such as 
jamming attacks. Our study addressed the challenges of data imbalance using the SMOTE technique and improved model 
resilience against adversarial perturbations through defensive distillation. The results indicated that models like Gradient 
Boosting and Random Forest achieved high accuracy, emphasizing the utility of ML in ensuring secure and reliable 
communications in VANETs. This research highlights the critical role of securing vehicular communication systems to 
promote traffic safety and enhance the resilience of autonomous driving technologies. 

In future research, several avenues can be explored to extend this study. First, there is a need to investigate more advanced 
adversarial defense mechanisms, such as adversarial training with diverse attack vectors, to further improve the robustness 
of machine learning models against a wider array of cyber threats. Second, the real-time implementation of the proposed ML 
models in vehicular environments will be essential for assessing their performance under dynamic network conditions. 
Additionally, future work could involve the integration of deep learning models, such as Convolutional Neural Networks 
(CNNs) and Recurrent Neural Networks (RNNs), to enhance anomaly detection and prediction capabilities in vehicular 
networks. 

Expanding the dataset by incorporating more diverse attack scenarios will also be crucial for generalizing the models' 
effectiveness across various vehicular environments. Finally, exploring the integration of edge computing can provide 
opportunities for real-time processing of vehicular data, improving scalability and reducing response times. These future 
directions will help strengthen the application of machine learning in VANETs, ensuring a safer, more reliable, and resilient 
vehicular network ecosystem 
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